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Learning is not compulsory... but neither is survival. 

~Dr. William Edwards Deming (1900-1993)  
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It is generally acknowledged that the successive technological revolutions and, especially the digital 

revolution, have led to the necessity of broadening the concepts of learning, as well as to the revision 

of the methods followed in what is called "teaching", or, better, the educational process. Teachers and, 

in general, all those involved in education, now have a plethora of -technological- tools at their 

disposal, which allow them to carry out their work more effectively, but also make the whole process 

more interesting and enjoyable for those who learn.  

 

The truth is that technology has early on acquired a special relationship with education. The term 

'educational technology' essentially describes the coupling of technological tools and teaching and was 

first used in the late 1940s (Saettler, 2004). As already mentioned, in addition to providing new 

teaching tools, the introduction of technology into schools paved the way for new teaching methods 

and practices. Thus, it was quickly assumed that, as a medium, technology facilitates learning and, 

therefore, should be used to a small or large extent to support teaching. Others, seeing the rapid 

technological advances and the changes that were brought to all aspects of human activity, argued 

strongly for the transformative role of technology, speaking of an educational (e.g., Seidel & Rubin, 

1977).  

 
However, a number of papers, emphasized, supported by empirical findings, that at first glance are 

convincing, the failure of technology to benefit students. A typical example is a report by the 

Organization for Economic Co-operation and Development -widely publicized and reproduced by many 

media- which concluded that the use of technology in education, in the end, did not have the expected 

positive and spectacular learning outcomes (Organization for Economic Co-operation and 

Development, 2015). The report stated that students who use computers, but not intensively, tend to 

have somewhat better learning outcomes compared to students who rarely use computers. However, 

students who use computers too often in school have worse learning outcomes in most subjects, even 

when socio-demographic characteristics and background are taken into account. Also, the results did 

not show any noticeable improvement in students' performance in reading, mathematics or science 

subjects in countries that had previously invested significant funds in bringing technology into 

education. Perhaps the report's most disappointing conclusion was that technology ultimately offers 

very little in bridging the skills gap between privileged and disadvantaged students, which is a key 

argument of educational technology advocates. 

 
The notion that educational technology is not capable of improving learning outcomes is, indeed, at 

first glance, both a well-founded view -as long as it is based on serious research- and gives a strong 

basis for arguments to those who oppose the integration of technology into the school environment. 

However, to dwell on learning outcomes, separating them from how, why, and under what 

circumstances they were achieved, is a mistake. The big picture, which is multi-dimensional and 

complex, should be taken into account. 

 
The first point worth noting is the digital divide between teachers and students. Indeed, research 

shows that in addition to the well-known digital divides between economically underdeveloped and 

developing areas and between those with access and those without access to technology, there is 

another divide that has to do with how teachers perceive the use of technology and how students 

expect it to be used in the classroom. In fact, this is true across all levels of education (CDW-G, 2010). 

For example, 75% of teachers reported that they regularly use technology in their classrooms. 
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However, only 40% of students reported that technology is used in the classroom, while 86% reported 

using technology more at home than at school. At the same time, an overwhelming 94% of students 

reported using technology to do their homework, while less than half of teachers (46%) appear to have 

incorporated technology into the assignments they give students. It is reasonable to assume that the 

term "regular use" is defined differently by children and adults. 

 
The point to be explored is how much technology is actually used in the school environment. Van 

Broekhuizen (2016) in his 3-year study involving 144,000 classrooms in 39 states in the US and 11 other 

countries concluded that few students use technology and digital tools in a meaningful way in their 

classrooms. Indeed, teachers have been trained on how to use, for example, interactive whiteboards, 

and many do, but there is little use of technology by students themselves during lessons. Children use 

technology outside school all the time for personal and recreational purposes but are not pushed or 

asked to use the same technology in the classroom for learning. Typical findings from the above 

research were:  

▪ In more than half of the classrooms, there was no evidence of students using technology to collect, 

assess, or use information for learning. 

▪ In two-thirds of classes, there was no evidence that technology was used to help students solve 

problems, conduct research, or work collaboratively. 

▪ The problem is not that schools lack access to technology. More than eight out of ten teachers 

have access to personal or laptop computers in their classrooms. At the same time, little variation 

was found in the availability of technology in different types of schools. 

▪ Many teachers have an uncomfortable relationship with technology. They see it as a "necessary 

evil," tolerated when it is strictly limited. Teachers have the -understandable- fear of losing control 

of their classroom and their students. Teachers also reported that they find it difficult to engage 

their students' interest when smartphones, tablets, and laptops are brought into the classroom. 

 
A third point to analyze is how technology is used in the classroom. Devices such as tablets and laptops 

in all shapes and sizes provide opportunities for students to organize their notes and assignments, 

explore their interests, communicate with teachers and peers, prepare presentations, collaborate on 

projects, and connect with experts. However, even as digital tools become more portable, more 

sophisticated, and more "ubiquitous." for some reason, they have not become the dominant, everyday 

learning tool. Both of the studies cited above concluded that technology is being used as a teaching 

tool rather than being used by students themselves as a means to learn. Additionally, asking them to 

write their assignments on the computer, or make a presentation is simply a meaningless use of 

technology, and students (who are already familiar with technology) realize this mistake. Typically, 

only 4 out of 10 students felt that they were satisfied with their use of technology at school (CDW-G, 

2010). What is really happening is that children are still doing exactly what older generations did when 

they went to school. The dominance of photocopies and worksheets continues to exist, transformed 

or "dressed up" in a digital wrapper. 

 

In addition, there are two widespread myths about technology that hinder progress in research and 

the application of innovations in practice. The first myth concerns the problematic relationship 

between digital and non-digital media (e.g., digital and printed books) (Kucirkova, 2014). A 

consequence of this myth are practices where technology and analog media are in opposition rather 

than in a complementary relationship (Edwards, 2013). The second misconception is related to 
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technological determinism and in that many see technology as a panacea. Thus, they argue that 

technology can be a driver of change in education, without acknowledging the powerful role of the 

context in which it is implemented and the individuals who implement it, namely the teachers 

(Livingstone et al., 2013).  

 
Apart from the above, a common criticism of projects aimed at introducing technology in education 

(whether they are research projects or not) is that either the software that will support the material is 

inadequate, or there is insufficient technical support, or the training is minimal to non-existent. It is 

perfectly understandable that teachers are at a standstill. How to cope with the speed of technological 

developments? With so many technology systems available, what technology to use and how can they 

know ways to integrate into the educational process? Teachers are without meaningful support. It is 

common knowledge that the slow pace at which important training activities are being implemented. 

One such example, in Greece, is the Training in Information and Communication Technologies (ICT) 

Level 2, the completion of which is at least ten years overdue. The relationship between teachers and 

technology and, ultimately, its good use, is again based on education as a process. However, such a 

modus operandi is unlikely to create the right conditions for educational resurgence or change in 

practice; it is more likely to replicate the dominant models of teaching. Another mistake is to ignore 

the systemic/institutional nature of educational practice (Crook & Lewthwaite, 2013). For example, 

what would happen if children's technology skills, social influences, culture, or economic context were 

taken into account? This wider context is closely linked to the ways in which technology can support 

learning (Crook, 1991).  

 
In conclusion, there are serious problems in both how and how much technology is used. Logically, 

there are problems related to learning outcomes. However, as indicated above, technology per se is 

not responsible. Its limited use for learning is neither an issue of students' access to technological tools 

in school nor an issue of technological infrastructure. But what do we have to do? Van Broekhuizen 

(2016) argued that schooling has never really tried to harness or integrate technology to personalize 

and deepen learning. Unfortunately, the educational establishment is not responding quickly to 

change and this is not just about technology. At the same time, technological advances are pushing for 

even more change.  

 
Technological pressure has led to a profound contradiction. Today's learners are digital natives, i.e. 

they are familiar with a wide range of digital tools and services. This contrasts with their teachers, who 

are digital immigrants (Prensky, 2001) and, as mentioned, are reluctant to integrate technology into 

their daily teaching practice. As a result, outside the classroom, students are largely engaged in using 

technologies (some of which are even considered cutting-edge technologies), many of which could 

easily be exploited by schools. Inside the classroom, these technologies are excluded.  

 
However, whether some people like it or not, whether schools are ready or not, technology will 

eventually find its way into the classroom and into the hands of students. This is because, at some 

point, the use of digital tools will be such an integral part of society that its invasion will be inevitable. 

Most likely, this has already happened. In short, it's too late to keep technology out of classrooms or 

children's lives. Some may think they are protecting students when they keep them locked in a 

technology-free "bubble" during school, but in the end, they go home, graduate, and get jobs. 

Everywhere they can or need to use technology. If they are blocked from using it in school, it may, 

eventually, turn out to be a problem. So, children need to be engaged in dynamic, adaptable 
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technological environments at school in order to be successful later on. It is, therefore, imperative that 

teachers integrate technological tools into their teaching so that they not only keep pace with the 

needs of teaching but also make their teaching more attractive to their digitally native students. It goes 

without saying that teachers should become capable of making wise choices about what technological 

tools to use and how to use them. 

 
In the above context, given the pace of technological developments on the one hand and the ever-

changing pedagogical perceptions on the other, it is logical that many people wonder which 

technology, in the near future, will generate the same interest and debate as the introduction of the 

first educational applications of ICTs some years ago. In other words, what might be the new "New 

Technologies" in education? An even more important question is whether these new "New 

Technologies" will be able to reverse the unfortunate situation mentioned earlier regarding the degree 

of penetration and the way technology is used in education, paving the way for its substantial 

transformation.  

 
Trying to predict the future is a practice that often -if not always- leads to wrong conclusions. In fact, 

any analysis can be considered a balancing act on a tightrope. If it is conservative enough, it may fail 

to detect the changes to come. If it is sufficiently radical, it can be called "science fiction." The question, 

however, remains the same: which technology can play a major role in shaping the school of the 

future? One way to answer this question is to examine the potential -or rather the untapped potential- 

of existing technologies and their applications, and then speculate on whether this potential is 

sufficient to initiate and sustain a new educational transformation.  

 
So, what are the existing technologies that have wide educational use? The answer is easy enough: the 

Internet (including applications that run online) and multimedia/hybrid applications. Both are the most 

common forms of computer use at every educational level and are so interrelated that they can be 

considered as a single form. Indeed, any multimedia application can, without particular difficulty, 

expand its potential by exploiting Internet resources, and any Internet application incorporates 

multimedia elements to varying degrees.  

 
But what is the potential of these applications that has not yet been fully exploited? Firstly, their 

spread. One way to achieve this is to reduce the cost of acquiring either an electronic device, an 

application, or an Internet connection. Secondly, there are already available (at a reasonable cost) 

technologies that greatly improve the speed of the average user's Internet connection (e.g., fiber 

optics). Indeed, 5G technology is available, which exponentially increases wireless Internet access 

speeds. Although its cost is still high, it is expected to decrease significantly in the coming years. Both 

the reduction in cost and the increase in speed will have a huge impact on the volume and type of data 

that can be moved in a short time, across a large number of users. In other words, existing 

technologies, in addition to enabling the implementation of even more complex and demanding 

applications, can make them even better at realizing the democratic ideal of "access to knowledge by 

all." 

 
On the issue of the application of new pedagogical theories, it seems that constructivism is the 

prevailing view. Indeed, the study of the ways in which students interact with each subject has led to 

the view that knowledge is not simply the result of transmission from teacher to student but is 

constructed by the latter. Constructivism, although not a single theory, supports this view, 
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acknowledges that individuals construct their own representations of reality, recognizes that they 

learn through active participation and action and, finally, states that learning is a dialectical and 

interactive activity with the social environment. As will be discussed in a later chapter, constructivism 

provides several ideas on how to achieve the above using computers, notably by developing 

applications that do not set limits on the type and form of interactions that users can have. Many argue 

that all this is already being implemented with existing technological applications. Indeed, the terms 

"interaction," "free and non-linear navigation," "collaboration," and "learner control over the subject 

matter," are frequent in the literature that studies and supports the use of web and multimedia 

applications in education.  

 
However, the question must be asked whether multimedia applications and the Internet have really 

brought significant changes in the way students are taught or whether they are just tools to assist 

teaching. Arguments about collaboration have been around since long before the advent of 

computers. The same is true for the concepts of inquiry learning, peer interaction, and other student-

centered teaching approaches. In some ways, it could be argued that what computers have actually 

achieved is to provide an easier way of doing these things.  

 
Are multimedia applications and the Internet very different from the media available to a teacher 

thirty, forty, fifty, or even a hundred years ago? Not really. The blackboard, books, TV, and video are 

compressed and beautifully presented on a device called "computer." So, instead of teachers and 

students having books at their disposal, they can be provided with laptops containing everything 

necessary for the school year. Although such a development would be very important, it does not 

fundamentally change education.  

 
But isn't distance education a major innovation brought about by computers and the Internet? 

Probably not. Again, what is happening is that computers are providing, in a different way, solutions 

that existed long before. Students in Finland, Australia, Canada, and other parts of the globe were 

using distance education long before the advent of computers. Again, it should be recognized that 

digital media are enabling distance education to be implemented more effectively and in more 

complex ways. 

 

All the findings presented above, lead to the conclusion that the technology already widely used in 

education provides a more flexible, probably more economical, and arguably better form of 

"traditional" education. However, it is argued that it has not radically transformed education. In order 

to speculate about which technology might cause a radical educational transformation, more 

fundamental questions need to be answered. One should seek what is wrong with both textbooks and 

computers and what is wrong with technologically enriched and traditional ways of teaching.  

 
The answer lies in the fact that someone (the teacher) or something (the blackboard, the book, the 

computer) is interposed between the information and knowledge and the person who wants or needs 

to learn. The learner does not have direct access to knowledge, but an indirect one. The data has 

already been processed by the teacher, the author of the book, the developer who built the 

application, or the web pages. But this way, students are cut off from perhaps the most important way 

that people learn, namely first-person experiences. Although this concept will be discussed in another 

chapter, at this point it should be mentioned that first-person experiences refer to the direct 

experiences that a person gains from their everyday contact with the world around them. Such 
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experiences are immediate, personal, and subjective. To a large extent, this type of experience is 

related to what is known as "hands-on experiences." Similarly, "third-person experiences" are indirect, 

unprocessed experiences. A simplified example, illustrating the contrast between first and third-

person experiences, is the significant difference between watching a movie and having it narrated, 

albeit very vividly, by someone else. Little or much of the experience one would have had, the emotions 

one would have felt, and the knowledge one might have gained, is "lost" in the latter case.  

 
But there is a technology that could provide a solution to the above problem and, by extension, 

transform education. It is 3D virtual environments or, in other words, VR (VR). As the term suggests, 

these are digital environments created using 3D graphics (Freina & Ott, 2015) and aim to create 

realistic, rich, and "first-person" experiences for users. In fact, a variant of VR, the Immersive VR 

(ImVR), is of even greater interest. Although VR is not a recent technology, its development in recent 

years has been significant and so has the rate of its diffusion. It could be argued that with the 

emergence of 3D virtual environments, a whole new world for learning has emerged, offering even 

more innovative tools that can be used in education (Taiwo, 2010). Research has demonstrated that 

applications of VR, and 3D simulations in general, enhance intrinsic motivation and creativity (Brown 

et al., 2008), due to the type of experiences they provide (Fokides & Atsikpasi, 2018). As will be seen 

at another chapter, studies demonstrated that it can have highly positive learning outcomes in many 

disciplines.  
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Chapter 1. Virtual Reality, 
definition, and history 
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The following sections present definitions of VR and a brief historical review of its evolution, so that 

the reader has a better understanding of the evolution of this technology over time. 

 
 

1.1. Definitions of VR 
 
Several definitions of VR have been given, many features have been attributed to it, and its use has 

been extensively explored in several areas. As a term, it was attributed to Lanier in 1987 (Lewis, 1994). 

Until then several terms were used for this technology. For example, Krueger (1992), in the 1970s, 

described it as "artificial reality," meaning technology that allows users to physically participate in a 

simulation created by a computer. Gibson, in 1982, introduced the term "Cyberspace", i.e. a parallel 

universe created by computers (Doherty, 1994).  

 
From the above, it can be seen that VR offers a way of simulating reality. It is not quite as "real" as 

physical reality, but it works best in the space just below what might be called the "reality horizon." 

For example, if a virtual car hits a user, there is no physical injury, but, nevertheless, one may feel 

anxiety. On the other hand, as pointed out by Lanier, the real power of VR is to go beyond what is real, 

it is more than simulation, as VR allows the user to step outside the boundaries of reality and 

experience situations that would otherwise be impossible. 

 
Basically, the term "Virtual Reality" is contradictory. The term "virtual" also has the meaning of "fake," 

something that does not exist in reality. The noun "reality" refers to something real, not imaginary, 

that has real substance. In the term "Virtual Reality" these two meanings come together and are 

unified. This means that anything that can happen in reality can be programmed to happen but only 

"virtually." However, the basic goal of this technology is to reproduce reality so well that users cannot 

distinguish between "fake reality" and "real reality" (Sutherland, 1968). In other words, it tries to make 

the fake look real.  

 
Usually, researchers define VR from their perspective. For example, some state that VR is a medium 

that allows people to visualize, manage, and interact with both computer systems and highly complex 

data in a virtual environment (Aukstakalnis & Blatner, 1992). Pimentel and Teixeira (1993) defined VR 

as an immersive, interactive experience created by a computer. Another definition states that VR is a 

closed system consisting of a virtual environment, a physical environment, and software and hardware, 

which allows for mutual interaction between humans and computers (Zaho, 2002). According to 

others, VR is a technology whereby the user can interact with a virtual, non-real world and directly 

manipulate its objects (Ihlenfeldt, 1997). Others have stated that VR is a set of hardware (computer 

and special devices) and software (e.g., special programs for building virtual worlds) with which 

individuals are able to visualize and interact with highly complex data in three dimensions (Fokides & 

Tsolakidis, 2011). Thus, in essence, VR can be defined as a high-tech medium that involves real-time 

simulation and interactions through multiple sensory channels. 

 
The above definitions attempt to describe, as best as possible, what VR is. What emerges is that VR, 

with the computer (or any other electronic device) as its main tool, creates visual, auditory, or other 

types of sensory stimuli for users in order to immerse them in a virtual world. With regard to the 

concept of interaction (mentioned in one of the above definitions), it defines the ability of users to 

select, shape, and construct 3D objects and ultimately their own virtual worlds. The "user" factor 
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seems to play an important role in VR. That is, this technology takes into account their actions in this 

illusory world and their ability to realize what exists within it (Sherman & Judkins, 1992). In conclusion, 

the definitions mentioned above consider VR as a technology that aims to realistically simulate real or 

imaginary environments. 

 
However, realistic simulation does not seem to be a necessary condition. The perception of the 

immediate environment depends on the data collected by the sensory systems (vision, hearing, touch, 

taste, and smell). However, research evidence suggested that individuals focus on a very small number 

of key points in space and then the eyes scan paths that tend to follow perceived patterns (Noton & 

Stark, 1971). In reality, then, although people perceive a small percentage of what they need to see, 

their brains create a complete model of space. It has even been argued that the model of space tends 

to drive eye movements rather than the other way around (Chernyak & Stark, 2001). According to 

Stark (1995), this is the reason why VR works even if the representation of the virtual environment is 

simplistic or even poor. It seems that VR provides enough evidence for the brain to assume "this is a 

room" and then, based on an internal model, create a model of that room using a perceptual 

completion mechanism. Thus, it might be more apt to argue that the goal of VR is to replace the 

perception of reality with computer-generated perception.  

 

If sensory perceptions are effectively replaced, then the brain has no other choice but to extract the 

perceptual model from the stream of sensory data given by VR. Hence, the perception of the virtual 

becomes the perception of the real, despite the individuals' certainty that what they see is not real. 

The factors critical to the above sensory substitution have been known for several years, such as the 

wide field of view, tracking of head/arm/body movements, low system response time (latency), and 

high resolution (Barfield & Hendrix, 1995; Ellis, 1996; Heeter, 1992; Held & Durlach, 1992; Loomis, 

1992; Sheridan, 1992, 1996; Slater & Wilbur, 1997; Steuer, 1992).  

 
Thus, taking into account the human factor, the term "VR" can be extended by adopting the definition 

given by Macpherson and Keppell (1998) that VR is a situation created in the mind that can, with a 

varying rate of success, engage a person's attention in a way similar to that in the real environment. 

The devices used contribute to the creation of this state. In other words, VR is not just a new 

technology. It is primarily a mental state in which the subject-user is immersed -partially or totally- in 

an artificial environment, which may have great similarities or differences from reality. 

 
Turning to the technological approach to the term, Figure 1 presents Milgram's and Kishino's (1994) 

"Reality-Virtuality Continuum". From this, it can be seen where VR is placed in relation to the superset 

of Mixed Reality. Mixed Reality ranges from the completely real with no digital elements to the 

completely virtual that contains no real elements at all. Also, Mixed Reality includes Augmented Reality 

and Augmented Virtuality that overlap in several places. In both cases, the real world is enriched with 

virtual objects (2D or 3D objects that provide information) and users coexist and interact with them 

(Milgram & Kishino, 1994).  
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Figure 1. The reality-virtuality continuum 

(Milgram & Kishino, 1994) 

 
 

1.2. Historical background 
 
In order to make it more understandable, a brief historical review is presented, including indicative 

stages of VR's development with references to the pioneers and those who contributed to its 

formation until today. 

 
Panoramic murals 

The panoramic frescoes (or panoramic paintings) of the 19th century are the precursor of VR. The 

paintings gave viewers an evocative, intense, and very vivid experience, making them feel that they 

were actually in the place where the event or scene took place. Figure 2 shows the Battle of Borodino 

(1812) painted by Franz Roubaud and exhibited at the Borodino Panorama Museum. It is indeed a huge 

circular painting, with a circumference of about 116 meters. 

 

 
Figure 2. The Battle of Borodino 

 
Stereoscope 

Wheatstone, an English inventor, in 1838, published his discoveries on the perception of three-

dimensional (3D) objects. He observed that distance reduces the perception of the depth of an object; 

an object that is closer to an observer appears different to each eye. He invented the stereoscope 

(Figure 3), a device capable of presenting two separate images of the same object in each eye, fooling 

the brain, which perceives that it is seeing a 3D object (Wheatstone, 1838). Essentially, Wheatstone 

demonstrated how we perceive 3D objects (VR Society, n. d.).  
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Figure 3. The stereoscope 

Link trainer 
οMoving into the 20th century, Link, in 1929, built the "Link trainer" (Figure 4) which simulated, very 

realistically, a flight. It was controlled by motors connected to the rudder and steering wheel to 

simulate pitch (propulsion, up and down) and roll (rotation). It also had a small motorized device that 

simulated turbulence. It later became commercially available and, in fact, during WWII, over 10,000 

Link Trainers were used by more than 500,000 pilots to train and improve their skills. 

 

Sensorama 

The Sensorama was built by Heilig in 1950. It was a device that could stimulate the senses (sight, 

hearing, and smell) (Alqahtani et al., 2017). It contained stereo speakers, a 3D stereoscopic screen, 

fans, odor generators, and a chair that produced vibrations. The Sensorama was designed to fully 

immerse a person in a film (Figure 5). Heilig created, in total, six short films for his invention. 

 

 
Figure 4. Link trainer 
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Figure 5. Sensorama 

 
Telesphere Mask 

Heilig's VR invention was the "Telesphere Mask", one of the first head-mounted displays (HMDs) 

(Figure 6). It provided stereoscopic and wide-angle vision with stereo sound, although it was not 

interactive and could not track the user's movement (VR Society, n. d.). 

 
Headsight 

In 1961, two Philco Corporation engineers, Comeau and Bryan, built the Headsight, a precursor to 

today's HMDs, with the ability to track the user's movement (Alqahtani et al., 2017). This incorporated 

a display for each eye and a magnetic motion tracking system, which was connected to a closed-circuit 

camera (Figure 7). It allowed the viewing of dangerous situations and was used by the military. Head 

movements moved a remote camera, allowing users to physically look at the environment. 

 

 

 
Figure 6. Telesphere Mask Figure 7. Headsight 

 
 

 

Sword of Damocles 

Sutherland and Sproull, in 1968, created the first Virtual/augmented reality display, the Sword of 

Damocles, which was connected to a computer (Sutherland, 1968). The device was large in size and 

heavy in weight (Figure 8). The basic idea was to reproduce a 3D image in the user's field of view that 

changed each time the user's position changed. To achieve this, it projected a 2D image into each eye 
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so that the brain could combine both into one 3D image. When the user moved, the position and 

orientation of the head could be detected and the corresponding image could be altered. 

 
Despite all these inventions, there was no common term that clearly described this evolving field of 

technology. In 1987, Lanier (Figure 9) introduced the term "Virtual Reality" (Lewis, 1994). His company 

developed a range of VR tools, including Dataglove (with Zimmerman) and the HMD EyePhone, a 

precursor to modern HMDs. 

 
Room-scale systems were also developed, such as vehicle simulations and the CAVE Automatic Virtual 

Environment (CAVE) (Figures 10 and 11). Vehicle simulations have evolved technologically a lot 

compared to the Link trainer and an example was the simulation of a school bus. The first CAVE system 

was created in 1992 by Cruz-Neira et al. (1992). It is a room with projection screens on the walls, floor 

and ceiling, projectors, speakers, stereoscopic glasses, and a controller, all synchronized with each 

other. CAVE systems also provide photorealism, stereoscopy, and guided interaction. A large number 

of participants can watch the virtual world when the CAVE is in the form of a dome/theatre/cinema. 

There are disadvantages related to high implementation costs, maintenance, and space requirements 

(Havig et al., 2011). 

 

 
Figure 8. The Sword of Damocles 

 
Figure 9. Jaron Lanier 

 
 

Figure 10. Vehicle simulation Figure 11. CAVE 
 

In the late 1980s and early 1990s, the enthusiasm for the future of VR was high and everyone thought 

that similar systems would soon be massively available at low cost. This enthusiasm was clearly seen 

at the SIGGRAPH '89 (Conn et al., 1989) and '90 (Barlow et al., 1990) conferences. However, by the 

mid-1990s, one by one the companies of commercially available VR devices were either closing down 

or turning to other products, having as a result few to remain active. The market for HMDs began to 
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collapse for a number of reasons, primarily because it could not give users what it promised in VR 

entertainment.  

 
Indeed, the cost of the devices was disproportionately high for the experience they provided. For 

example, the entry-level HMDs started at around $500 (such as Sony's Glasstron Lite PLM-A35), but 

had a very low screen resolution. Other devices were as high as $5,000 (such as Liquid Image's MRG 

3C), which had better resolution. In fact, commercial HMDs had a cost as high as $100,000, such as 

Kaiser Electro-Optics Inc.'s SimEye SR100A (Figure 12), which was used by the US Air Force. Thus, VR, 

which at one point, was synonymous with the future, began to fade in people's minds. Simply put, 

there were no "value for money" devices. The coup de grâce to VR was given in 1995 with the advent 

of the Internet. Suddenly, everyone wanted to be "connected" in this new "space," which could not 

(yet) be rivaled by VR. 

 

 
Figure 12. SimEye SR100A 

Coming to the present day, thanks to technological developments, there has been a renaissance of VR. 

For example, in 2012, a young entrepreneur, Palmer Luckey, created an HMD, the Oculus Rift, which 

became commercially available at a cost of about $300 and with very good technical features (Figure 

13). Later, in 2016, HTC's HTC Vive and Meta's Oculus Rift CV1 became commercially available (Figures 

14 and 15). In 2019, the Oculus Quest was released (Figure 16). Oculus Quest 2 followed a year later; 

both devices were widely accepted by consumers (SuperData, 2020), with a slew of other HMDs in 

development (such as Meta Quest 3, released in 2023 and Apple's Vision Pro, also released in 2023). 

Thus, it is predicted that devices with displays offering higher resolution and featuring more powerful 

processors will become available. VR will also incorporate AI and connectivity to the Internet at the 

speeds offered by 5G. Perhaps, in the future, holograms will replace these devices entirely. 

 
It's worth noting that there are several very expensive HMDs that are commercially available. One such 

example is the Vision 8K X, from Pimax (Figure 17) used by car companies, surgeons, and architects. 

Vrgineers' XTAL and Varjo's XR-1 are similar. These types of devices will be discussed in detail in the 

next chapter. 
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Figure 13. Oculus Rift DK1 Figure 14. HTC Vive 

  
Figure 15. Oculus Rift DK1 Figure 16. Oculus Quest 

 
Figure 17. Vision 8K X 
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It is a fact that, since the beginning of the 21st century, there have been quite significant technological 

developments regarding the devices and, in general, the electronics used in VR. A notable portion of 

these developments concerns HMDs. They encompass a wide range of devices, depending on whether 

they are related to Virtual, Augmented, or Mixed Reality. Thus, in this chapter, HMDs related to VR are 

examined in detail, analyzing their function, technical characteristics, and application areas. 

 
 

2.1. Conceptual framework for Head Mounted Displays 
 
HMDs are imaging devices that are worn on the head, have lenses, and, in most cases, small screens 

for displaying images (Gartner Glossary, n.d.). HMDs differ in whether they can display only computer-

generated images or combine images from the physical world and computer-generated images (Figure 

18). The first case concerns VR while the second concerns VR augmented or Mixed Reality. 

 
HMDs have found application in several VR disciplines, such as Mathematics, Physics, Architecture, 

health sciences, but also for entertainment (Schneps et al., 2014; Shibata, 2002). For example: 

▪ Entertainment. It could be said that the pioneer in games using HMDs is Sony who created the 

PlayStation VR supported by the PlayStation 4 gaming console. Most applications for HMDs are 

games. 

▪ Engineering. Engineers use HMDs to project stereoscopic images in order to create drawings/views 

(e.g., Wheeler, 2016). 

▪ Health sciences. Health sciences is a field that has been positively influenced by this technology. 

As an example, HMDs have been used in the training of surgeons and anesthesiologists (Liu, et al., 

2010). 

▪ Army. There are many examples of research that addressed military training, with the main aim of 

developing skills related to technical and procedural issues (e.g., Song & Song, 2019; Taylor & 

Barnett, 2013). The military, police, and fire departments use HMDs to provide these professionals 

with information such as maps or thermal imaging data. One of the first applications involved the 

use of HMDs for paratroopers (Thompson, 2005). 

▪ Training and simulation. HMDs are also applicable to education. They are widely used in 

Mathematics, Physics, Architecture, and, in general, in fields related to the study of physical 

phenomena (Freina & Ott, 2015). They simulate situations that are either economically unfeasible 

to do otherwise or safer to study through a virtual world (e.g., electrical engineering education) or 

impossible to study otherwise (e.g., planets).  
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(a) (b) (c) 

   

(d) (e) (f) 

  

 

 

 (g)  

Figure 18. Various HMDs 

(a) Samsung Gear VR, (b) Google Cardboard, (c) Oculus Development Kit 2, (d) HTC Vive, (e) LG 

360VR, (f) Playstation VR (PS VR), and (g) AR Hololens 

 
 

2.2. Principles and operating elements of Head Mounted Displays 
 
All HMDs, in general, work in a similar way, which is none other than to transmit images and sound to 

the person's respective sensory organs, with the help of lenses, screens, speakers, and sensors (Figure 

19) (Ezawa et al., 2016). In terms of sound, all HMDs use the same technology (headphones) to enable 

someone to hear what is happening in the virtual world. However, this is not the case for the image, 

as there are different approaches to this issue, but they have an impact on the quality of the generated 

image. The method that will ultimately be chosen to be embedded in an HMD depends on the 

manufacturer. It could be said that it is a matter of commercial policy and strategy, as, for example, a 

company may choose to incorporate a low-quality display in device A in order to market a product 

more affordable to the average consumer, whereas it may choose to incorporate a high-quality display 

in device B because it wishes to market an advanced device, believing that it will make a profit because 

of this quality feature. Also, the lenses used in HMDs are not all the same. The same applies to 

processors in autonomous systems, as well as in controllers. It is therefore necessary to present some 

basic principles of operation and characteristics of HMDs, in order to provide a more complete picture 

of how they are built and operate. 
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Figure 19. The basic parts of an HMD 

 
The position on the head and near the eyes 

An HMD is a device that is placed on the user's head. This position seems to have originated from the 

first devices made, such as the Headsight (Alqahtani et al., 2017), which enabled the user to move their 

head and, at the same time, remotely move a camera to physically look at the environment. The 

position of the device on the user's head means close proximity of the screen to the user's eyes. This 

close viewing distance was chosen by the manufacturers for practical and substantive reasons 

discussed below. 

 
The weight and fit 

The weight of the HMDs and whether they can be fitted to the head plays an important role in each 

individual's experience. Given that the display lenses and computing components are located in front 

of the user's eyes, that's where the most weight is found. Thus, pressure is usually exerted on points 

such as the nose and cheekbones, resulting in some discomfort. Indeed, when a person takes the 

device off, after a certain period of time (e.g. half an hour), red marks appear on his face. Most HMDs 

have a special foam material around the user's eyes and nose to make them as comfortable to use as 

possible. Also, due to the direct contact with the user's skin, sweat is produced and the pad should be 

washed regularly. For this reason, special disposable masks (similar to simple surgical masks) have 

been created that have an opening for the eyes, but protect and keep dry the rest of the rest of the 

face that comes into contact with the device. 

 
Placing electronic components inside HMDs in a balanced way is very important, otherwise, the center 

of gravity may shift in one direction (left, right, or forward). Furthermore, when it is a type of HMD 

that requires the use of a mobile phone (see Chapter "2.3. Presentation of different HMDs"), then the 

weight of the second device should be taken into account. Furthermore, the fit of HMDs also depends 

on whether they include adjustable straps at enough points to allow each user to adjust them 

accordingly, to their face and head. Furthermore, those users who wear glasses should check whether 

there is enough space for them on the HMDs and, in special cases, an order can be placed with such 

lenses built-in.  

 

Use of lenses 

Viewing through a lens shows a distorted object. Taking simple glass as an example, when a beam of 

light passes through it, it bends and changes direction. Lenses bend light in a specific way depending 

on their type. The properties of a lens are derived based on Snell's Law of Refraction of Light 

(Encyclopaedia Britannica, 2020): 
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▪ The refractive index describes how much a material can bend the light that enters it. Curvature 

indicates the slowing of light; as it enters the material, the more it slows down, the more it bends. 

For example, in air, light bends very little, whereas in water and glass, it bends quite a bit. 

▪ The angle of the material in relation to the angle of light. Light bends depending on the direction 

of the light and the shape of the lens, the time it takes for the light to exit the lens (lens thickness) 

and the wavelength of the light. 

▪ Chromatic aberration separates the colors of light as it bends through a lens. 

 
In all HMDs, for image viewing, there should be two lenses (one for each eye) and one or two small 

projection screens in front of the user's eyes (Takala, 2017). The lenses, in essence, magnify the image 

of the small screens and thus, the feeling of a large (virtual) screen is created (Figure 19). 

 

 
Figure 19. Creating a virtual screen on HMDs 

 

It should be noted that the size of the virtual screen plays an important role in a virtual experience, as 

the larger it is, the larger the projection; thus, the experience becomes richer. To make it bigger, larger 

lenses and larger projection screens are required, resulting in an increase in the weight of the device. 

Not only that, but human eyes cannot focus well at close range and the field of view is reduced. The 

result is like trying to see around wearing blinders. Lenses, or rather, a series of lenses can provide a 

solution to this issue, creating devices that work in a similar way to that of cameras. 

 
However, multiple lenses, apart from the cost, add, as already mentioned, weight, making it 

impractical to use them in the case of HMDs. Thus, in most HMDs Fresnel lenses are used. These lenses 

have a series of concentric circles that curve the light rays differently depending on the point of the 

lens they hit. Beyond this, as much material as possible has been removed from the lens, while still 

maintaining the curvature of the surface (Davis & Kühnlenz, 2017) (Figure 20). 
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Figure 20. Fresnel lens construction 

 
The idea belongs to the French physicist Augustin-Jean Fresnel, in the 18th century. He was the first to 

construct and install such a lens in a lighthouse to upgrade its function. Such lenses are often used as 

magnifying lenses and for image-making (Edmund Optics, n. d.). They can be made out of various 

materials. The earliest of this kind were made of glass, where sharpening and grinding were done by 

hand. Later, molds were used in which the glass was injected. Today, they are made of high-quality 

plastic, acrylic, polycarbonate, polycarbonate, and vinyl. Acrylic is the most common material, while 

polycarbonate polymer is used in specific cases where resistance to wear, harsh conditions, and high 

temperatures is required. Thus, although these lenses have a similar function to conventional lenses, 

they have a number of advantages, such as thin and lightweight construction, satisfactory 

concentration of light, and are available in various sizes.  

 
In addition, HMDs with Fresnel lenses achieve a wide field of view without chromatic aberrations. 

However, because of them, a problem called barrel distortion occurs (Figure 21). This issue can be 

corrected by software, which creates an inverse distortion. In this way, the final image/view is 

distortion-free (Tom's Hardware, 2018). Many companies are designing even better lenses to provide 

a better solution to the latter problem. These lenses are pursuing better focus, better magnification, 

weight, and thickness reduction, so that HMD designers can place the HMDs screen even closer to the 

user's eyes, reducing the size of the devices.  

 

  
Figure 21. Barrel distortion 

 

Pixels and screen resolution 

A pixel is the smallest controllable element of an image displayed on the screen (Foley & Van Dam, 

1982). Each pixel can display colors and different levels of brightness. The pixel density, expressed as 
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the number of pixels per inch, determines the quality of the image on an electronic device (e.g., 

computer screen, television, mobile phone, and HMD). Obviously, the higher the pixel density, the 

better the image quality. Another way of determining image quality is the product of the horizontal 

and vertical pixels on a screen, also known as screen resolution. Again, the higher the resolution, the 

better the displayed image. In recent years, the resolution provided by HMDs has been satisfactory. 

For example, a computer monitor can reach 4K (3840 x 2160), while the resolution on HMDs ranges 

from 2K to 8K overall (for both eyes). However, the use of lenses on HMDs creates the so-called screen-

door effect. In essence, there is an empty space between the pixels that separates them, which, due 

to the lenses, is noticeable to users, especially when the pixel density is not high.  

 
Field of view 

The field of view is the area (space) that can be perceived when the eyes are fixed on a point and is 

measured in degrees (Strasburger et al., 2011; Strasburger & Pöppel, 2002). Each human eye has a 

field of view of 80 to 90 degrees on the horizontal axis, with both eyes together about 120 degrees, 

and if peripheral vision is included, about 210 degrees (Figure 22). The field of view of both eyes 

overlaps largely in the central visual field (i.e., the binocular field of view) (Aprile et al., 2014). The 

larger the binocular field of view, the better the focus on an object and the better the sense of space 

and depth (stereoscopy). 

 
Figure 22. The human field of vision 

 
Animals that are considered predators, such as tigers and owls, have similar and/or better stereoscopic 

vision than humans, whose eyes are also pointed in the same direction (forward). This trait (good 

stereoscopic vision) was retained in these animals and passed on to subsequent generations, as it 

enabled them to be more successful predators, enabling them to live and reproduce. In contrast, 

animals that are considered prey, such as rabbits and birds, have a field of view approaching 360 

degrees (in some cases) and their eyes are positioned in the opposite direction (facing left and right). 

Their field of view is very wide for the reason that these animals need to escape quickly from predators. 

This feature was passed on to the generations precisely because it was functional. Some examples of 

the binocular and monocular fields of view of the pigeon (prey) and the owl (predator) are presented 

schematically in Figure 23.  

 
Something similar to the field of view is the field of view of electronic systems. As a term, it refers to 

the area of space that is visible to users in real-time through devices that project an image. The field 

of view is also measured in degrees. It is an important feature in HMDs for the experience they offer 
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and is usually more than 80 degrees. It is desirable to have a field of view that approximates that of 

the field of view of humans.  

 
Figure 23. The field of view of the pigeon and the owl 

 
Refresh rate, response speed, and frames per second 

As mentioned earlier, the image on the screen is formed by pixels. However, the image is created by 

continuous scans of the screen. This process is described by the term "refresh rate". Typically, the 

refresh rate is in the range of 60 to 72Hz (i.e., the image is refreshed 60-72 times per second). In 

modern HMDs the refresh rate is in the order of 90Hz or more. The refresh rate depends, on the one 

hand, on the electronic components that have the role of image processing (graphics card or 

processor). On the other hand, it also depends on the display itself. This concerns both whether it is 

capable of updating the image with high frequency and whether it is capable of responding with high 

speed to the data coming to it from the Processor. This is known as "response time" and is expressed 

in milliseconds.  

 

In videos and, in general, wherever there is a moving image, the (false) sense of movement is created 

by showing successive static images at a certain rate. The human brain, through the phenomenon of 

"afterimage,", perceives these images as motion. The rate at which the images are projected is 

described by the term "frames per second" (FPS). Usually, at 25 frames per second, people do not 

perceive interruptions and irregularities in the motion (which, obviously, is perceived below this value). 

However, some people are able to perceive such problems even at higher values; for this reason, the 

American NTSC television signal standard uses 29.75 frames per second. A computer system, including 

HMDs, should be able to process moving images at such a speed that the frames per second value is 

always kept above 25 to 30. The problem arises from particularly demanding applications (such as 

digital games), which, due to the heavy computational load they cause, lead to significant fluctuations 

in the number of frames per second.  

 
Visual calibration  

Optical calibration is the operation in which the lenses of HMDs are adjusted to the users' eyes. Most 

HMDs allow users to adjust the lenses based on the interpupillary distance of their eyes. The purpose 

is to provide good image quality during viewing, as long as the lenses are adjusted to the individual's 

measurements. This distance is measured in millimeters from the center of the eye sockets and 

averages between 51 and 77 millimeters in adults (slightly shorter in children). 
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Display type 

Most HMDs use liquid crystal displays (LCDs). The main disadvantage of these displays is that the colors 

are not vivid and the black color is not exactly black, but very dark grey. For this reason, in some cases, 

displays with organic light-emitting diodes (OLEDs) are used. These have a layer consisting of organic 

plastic molecules that emit light when electricity is applied. Such displays have better color rendering, 

faster switching, and true black. All of these features drive richer visual experiences. There are HMDs, 

such as Vision 8K, that use customized low-persistence liquid displays, which have higher pixel density, 

as well as faster response and higher refresh rate (Engadget, 2017). 

 

Motion and position monitoring 

Motion/position tracking in VR is important because the user can turn their head and the scenes they 

see in the virtual world can change accordingly. Furthermore, they can walk in the virtual space, grasp 

virtual objects, and interact with them. Thanks to technology, information about the user's position 

and orientation is constantly provided, which helps to optimize the user's experience. In electronic 

devices there are three main types of technology for tracking the movement and position of a body, 

active, passive, and hybrid (Takala, 2017): 

▪ Active consists of devices that emit a signal. Such monitoring systems are, for example, mechanical, 

magnetic, and ultrasonic monitoring. Usually, they require a wireless network connection, a Global 

Positioning System (GPS), or a mobile phone network.  

▪ Passive monitoring uses devices that receive a signal from sensors, such as the gyroscope, 

accelerometer, and compass. 

▪ Finally, hybrid monitoring consists of devices that are active and passive at the same time (as in 

mobile phones that combine computer vision and inertial monitoring). 

 
More specifically, some of the types of active and passive monitoring used in devices are as follows 

(Takala, 2017): 

▪ Mechanical tracking, active. It involves special arms, is highly accurate, and has haptic feedback, 

but is expensive and the devices are relatively difficult to use. 

▪ Magnetic tracking, active. It is fairly accurate but requires a cable connection, is very expensive 

and has limitations on the movement.  

▪ Inertial tracking, passive. This type of tracking measures the angular rate of orientation of a body 

using sensors such as the accelerometer, gyroscope, and magnetometer. The accelerometer, often 

used in inertial navigation systems for airplanes, measures acceleration forces (either static, such 

as the acceleration of gravity, or dynamic, caused by changes in velocity or direction of motion) 

(Christiansen & Shalamov, 2017). The gyroscope, which is also often used in inertial navigation 

systems for airplanes and missiles, is a device that can maintain a constant orientation through the 

rotation of its parts and the principle of conservation of angular momentum. Gyroscopes oscillate 

at a relatively high frequency (they are among the most energy-intensive motion sensors) 

(Christiansen & Shalamov, 2017) and are excited, relatively easily, by a loud sound or a vibration. 

A magnetometer (the simple compass) is an instrument used to measure the direction of a 

magnetic field. Furthermore, the magnetometer in electronic devices measures the Earth's 

magnetic field along the three vertical axes and gives data on the course of, for example, an 

airplane when in autopilot mode (Acar & Shkel, 2008). VR supports rotational tracking of HMDs 

and other input devices. Advantages of the sensors are that they do not need a transmitter, they 
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are low cost and small size since they belong to the microelectromechanical systems (Clarke, 

2016), which are from 20 micrometers to one millimeter in size (Gabriel et al., 1988).  

▪ Optical tracking, passive. It works through image processing and computer vision.  

 
More generally, there are various types of motion/position monitoring/recording on HMDs that use 

some of the above methods, alone or in combination:  

▪ Outside-in tracking: external sensors and/or cameras are used to accurately track the position of 

the HMD within a defined area, usually on a room-scale. For greater accuracy, users should install 

more than two sensors. 

▪ Inside-out tracking: an HMD uses one or more cameras to track its position, with or without the 

help of markers. This type of tracking is generally less powerful and accurate than outside-in 

tracking. 

▪ Hand tracking. Another type of motion tracking is that of users' hands. Most HMDs allow hand 

tracking either through the controllers or through sensors (e.g., Leap Motion). This enables users 

to interact accurately and more "freely," i.e. in a relatively natural way with the content of the 

application. 

▪ Eye tracking. Another type of tracking is that of the user's eye movement which is a function of 

HMDs that tracks the user's gaze. Few HMDs have this feature as the technology is still complex.  

▪ Full body tracking. This type of tracking usually consists of a very sophisticated system with many 

detectors and is not aimed at the average user because of its high cost. It is usually used for the 

production of motion pictures.  

 
Degrees of freedom 

Degrees of freedom (DoF) express the number of ways a rigid object can "move" within 3D space, by 

turning human/physical motion into motion within the virtual environment (Pennestri et al., 2005). 

HMDs and input devices (e.g., controllers) have 6 or 3 degrees of freedom (6DoF and 3DoF). The six 

degrees of freedom describing each possible motion of an object are as follows (Figure 24): 

▪ Position: three for movement along the axes that can be considered as forward or backward, left 

or right, and up or down. 

▪ Direction: three for rotational movement around the x, y, and z axes, also known as "pitch" (pitch, 

up-down), "yaw" (yaw, right-left), and "roll" (pitch/roll). 

 
Figure 24. Position and direction in HMDs 

 
3DoF HMDs allow tracking of the user's rotational movement, but not their movement. That is, 

individuals wearing an HMD, only whether they are looking left or right, turning their head up or down, 

and whether they are turning left or right can be determined. It should be noted that by using the 

mouse or controller there is the possibility of six degrees of freedom, which are not real but simulated. 
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6DoF HMDs allow for the tracking of both motion and rotation. Thus, it can be determined whether a 

user has rotated their head and whether they have moved. 

 
Degrees of freedom are important for virtual experiences, as they give the user the freedom to explore 

places, process details and experience real-life experiences. It is worth noting that 3DoF HMDs are 

typically cheaper than 6DoF HMDs. With 3DoF HMDs, it is possible to watch 360ο videos or images and 

view the interior of a house before buying it. On the other hand, with 6DoF HMDs, in addition to the 

above, there is, for example, the possibility of disassembling the mechanical parts of a vehicle, 

simulating the preparation of a meal, and having fun with action games where the user has to avoid 

objects. 

 
Central Processing Unit-CPU 

The CPU is a central component included in almost all electronic devices. Its role is to process data, 

control, and perform basic system functions. CPUs in computers are much more powerful than those 

found in simpler and smaller devices. The evolution of the processors of stand-alone HMDs (see 

Chapter "2.3. Presentation of different HMDs") has been significant in recent years. A typical example 

is the Snapdragon XR1 which can support high image quality without high power consumption 

(Qualcomm, n. d.). Furthermore, this processor, in addition to VR and Augmented Reality, can also 

support Extended Reality (eXtended Reality). Its successor, Snapdragon XR2, supports 5G networks, 

tracking of user movement by cameras, 3K screen resolution in each eye, artificial intelligence, and 

high-quality 3D audio (Road to VR, 2019). 

 
Ways of viewing the virtual experience 

A user, wearing an HMD, can choose three different positions (styles) to experience a virtual 

experience (Blurbusters, 2019): 

▪ Sitting position (sitting down). A user sitting in a chair, or other fixed point can enjoy experiences 

such as movies, 360ο videos, driving, and flying while lying down. This feature is available on all 

HMDs. 

▪ Standing up (static) position. This position makes users immerse themselves in the virtual 

experience more than the previous position. Furthermore, they can participate in virtual games, 

play sports, and compete with other players. This feature is also present in all HMDs. 

▪ Room-scale. This mode allows users to be fully immersed, as they can move freely in physical 

space, and, therefore, in the virtual environment, in all directions, without the constraints of the 

previous positions. In this case, a kind of security is provided. To avoid accidents, when the user 

approaches an object (such as a piece of furniture or a wall) in the real world, a "grid" appears in 

the virtual world. This is a virtual wall to demarcate the application space. Room-scale exists in the 

6DoF HMDs, while the presence or absence of wires provides a different user experience. 

 
Latency (latency) 

Latency refers to the processing speed and the system's response time to a change observed in it 

(Stackpath, 2019). On the Internet, it is also referred to as lag, the delay that exists between sending a 

"packet" of information and receiving it. The term lag is also used in digital gaming to convey the delay 

that occurs between a user action and the system's response to it, due to the high computational load. 

In a virtual experience, especially in HMDs, it goes without saying that the latency should be as short 

as possible. For example, between 20 and 25 milliseconds is considered good enough. The lower it is, 

the more natural the user's movements in the virtual environment, resulting in greater satisfaction, 
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usability, and a better experience. Note that low latency depends on the speed of the particular 

processor.  

 
Cooling  

The temperatures generated during the operation of computing components in HMDs are quite high. 

For this reason, manufacturers have usually made sure that there is enough ventilation, and some have 

created special cooling systems. 

 
Audio 

Sound in electronic devices is produced either by the users or by the devices. Just as a good speaker 

system in a cinema or television plays a big role in the viewers' experience, in HMDs, sound plays an 

equally important role in a remarkable immersive user experience (Headphonezone, 2020). HMDs 

have built-in speakers, headphones, and a microphone. The microphone in HMDs enables users to 

communicate with other people in a virtual game or use voice control. 

 
The way people perceive sound in real life is binaural audio, i.e. it is perceived by both ears (AR VR 

Journey, 2017). Something similar is being attempted by those involved in creating software to 

produce sounds on electronic devices. The aim is to simulate the way people perceive sounds. In 

particular, the sound produced by an electronic device depends on concepts such as spatialization and 

localization (Takala, 2017). Spatialization is the processing of sound signals to make them appear to 

come from a specific point in space (e.g., left, right, back, and front). On the other hand, localization is 

the ability of people to identify the source of a sound, which is not equally strong across individuals. 

As a result, 3D sound is generated, which gives sound information in the x, y, and z axes. Given that 

simple stereo headphones are used in HMDs, a simulation of 3D sound is performed. In any case, this 

type of sound increases the possibilities of interoperability between the user and the system (Upload 

VR, 2017). 

 
Controllers  

The function of the input devices is to (continuously) transmit information to the virtual application in 

question. They are, usually, tangible objects (such as controllers) that "bring" information from the 

outside (the user's movements) to the inside (the system) (Takala, 2017). There are devices that record 

information and do not require tangible objects (such as inertial systems, that have already been 

mentioned). At this point, however, the interest is focused on user-operated devices and, in particular, 

the controllers.  

 
The controllers can be (Takala, 2017): 

▪ Fixed, like those for vehicle simulations. 

▪ Non-tracked handheld controllers, with which the user can focus on an object and point-and-click 

on it. 

▪ With motion tracking (tracked handheld controllers), which the user holds in his hands, and can 

have great freedom of movement. 

▪ Hand-worn devices. Typically, these are special gloves with which the user can enjoy haptic 

feedback and a rich interplay of gestures. Previously, gloves were wired while, today, most are 

wireless (VR Times, 2020). An extension of these devices are full-body suits that, among other 

things, provide haptic feedback to many parts of the body. 
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▪ Bare hand input (bare hand input). There are two ways of generating this type of data: (a) through 

a special device attached to the HMD, such as Leap Motion, which records hand movements, and 

(b) through the HMD's cameras combined with computer vision. This technology is discussed in 

detail below. 

 
The most widely used controllers have small buttons for various functions (such as the main menu and 

rotation), grip and triggers for item selection or object throwing, a joystick, and a touchpad or trackpad 

(Figure 25). All of these, with slight differences depending on the manufacturer, support 6 degrees of 

freedom. Usually, there are two in number (one for each hand), giving users great freedom of 

movement and a pleasant experience. On the other hand, there are also controllers that support only 

3 degrees of freedom. In this case, there is usually only one controller, which acts as a pointer. Users 

can focus on an object and point-and-click it in, for example, to turn it on, move it, or stop it. This type 

of controller is used for simple applications and conventional use, such as watching a 360ο video, and 

for non-complex games and applications. Naturally, this controller does not provide much freedom of 

movement and limits the users quite a bit. 

 
On an HMD the controllers may be absent and users may have to focus the device itself on a point on 

the screen (e.g. in the center) in order, for example, to change room or area. This is often used in 3DoF 

HMDs. 

 
Figure 25. 6DoF controllers  

 
Furthermore, in 6DoF HMDs, in addition to the controllers, there can be an alternative way for users 

to mediate with the virtual environment. In particular, some enable users to interact with the virtual 

environment using only their hands and without any controllers (bare-hand input). In this case, the 

HMD receives data either from an external device adapted to it (e.g., Leap Motion) or from its built-in 

cameras and, in combination with computer vision, tracks the hands in real-time (Vrscout, 2019). This 

creates a 3D model of the user's hands, predicting their position and joints. Users can control content, 

type text, do "screen scrolling," and, almost everything they would do with their real hands. 

 

This feature is still being refined, as there are some issues in fast-paced applications (e.g., in games) 

resulting in losing motion tracking. There can be a strange sensation for users when they "grab" a 

virtual object but have no feeling in their hands, so the lack of the sense of touch is a challenge. 

 

Simulator sickness 

Simulator sickness (or virtual reality sickness, or cybersickness) is a kind of motion sickness (or 

transportation sickness) that some users of HMDs may experience to an intense or less intense degree. 
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It was first observed in pilots during their training in flight simulators. It is manifested by symptoms of 

nausea, headache, and vertigo, which can be particularly severe.  

 
There are two theories about how it is created. The first argues that it occurs in VR because the moving 

images do not keep up with the (real) movement or stillness of the body (Kasahara et al., 2014). While 

the eyes convey the information to the brain that the body is moving, but the inner ear (and specifically 

the labyrinth) that controls balance conveys the information to the brain that the body is still. The 

second theory argues that unfamiliarity is the determining factor. This means that the situations that 

produce simulator sickness are those with which individuals are least familiar. For example, 

seasickness on a boat is, for many, a transient problem that resolves itself once they have traveled 

several times in that mode. Thus, the experience of a "different" motion, such as that in a virtual 

environment, is thought to lead to an inability to maintain orthostatic control, and this lack of control 

causes simulator sickness until the user adapts. Experiments have demonstrated that the onset of 

orthostatic instability precedes other symptoms (Stoffregen et al., 2000).  

 
At present, neither theory seems to be able to explain adequately the phenomenon. What is certain is 

that simulator sickness, in addition to being individual dependent (not everyone manifests simulator 

sickness with the same intensity either) may be due to several factors, such as, the time of HMD use, 

low refresh rate, increased response time, and unadjusted lenses. In any case, it can have a particularly 

negative impact on the experience of using HMDs (e.g., Bradley & Newbutt, 2018; Jensen & Konradsen, 

2018; Snelson & Hsu, 2019). One way to reduce the chances of a person experiencing simulator 

sickness is by reducing the image quality at the periphery of the field of view by simulating people's 

peripheral vision being more "blurred" than the central vision (foveated rendering). At the same time, 

this technique achieves the reduction of the computational load. 

 
 

2.3. Presentation of various HMDs  
 
HMDs can be divided into categories depending on whether they are: 

▪ Tethered HMDs. In this category, HMDs function as peripheral devices that are connected by a 

cable to a powerful computer, which handles the processing of the graphics. Examples of devices 

that fall into this category are the Oculus Rift and the HTC Vive. 

▪ Console VR. In this category, HMDs function as peripheral devices that are connected by a cable 

to a game console. An example of such devices is the Sony VR connected to the PlayStation. 

▪ Based on mobile phones. In this category, HMDs do not include any electronic components. They 

consist of two lenses and a space into which a mobile phone can be inserted. Typical examples are 

the Google Cardboard and the Samsung Gear VR. The phone's screen is used to display the image, 

which can be quite low quality if the phone's processor is not powerful enough. Therefore, the 

quality of the experience is low compared to the other categories.  

▪ Untethered HMDs. In this category, HMDs do not function as peripherals to another electronic 

device, but operate autonomously. These HMDs consist of two lenses and have a 'small' computer 

that resembles in its capabilities a very sophisticated mobile phone. Depending on their 

capabilities, their cost and the quality of the experience they offer varies. Typical examples are the 

Meta Quest 1, 2, and 3. 
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Table 1 shows the technical characteristics of some 6DoF HMDs and Table 2 shows the technical 

characteristics of some 3DoF HMDs. 

 
Table 1. Comparison of specifications of 6DoF HMDs 

Device 
Oculus quest 

2 
Oculus quest 

Oculus Rift 

CV1 
HTC Vive StarVR One PIMAX 8K X 

Type untethered untethered tethered tethered tethered tethered 

Circulation 2020 2019 2016 2016 2018 2018 

Screen type LCD OLED OLED OLED AMOLED CLPL 

Visual field - 90ο 110ο 110ο 210ο 200ο 

Screen 

resolution 

(total) 

1832Χ1920 

every eye 
2880Χ1600 2160Χ1200 2160Χ1200 2928Χ1830 7680Χ2160 

Pixel Density  - 538ppi 450ppi 461ppi 426ppi 801ppi 

Refresh rate 72-90 Hz 72Hz 90Hz 90Hz 90Hz 120Hz 

Latency  - 13.9 ms 

Depends on 

the 

processor 

Depends on 

the 

processor 

Depends on 

the 

processor 

Depends on 

the 

processor 

Processor 
Snapdragon 

XR2 

Snapdragon 

835 
computer computer computer computer 

Lens settings IPD 64mm IPD 64mm 
IPD 58-

72mm 

IPD 60.8-

74.6mm 

IPD 60.8-

74.6mm 

IPD 55-75 

mm 

Lenses Virtuclear Fresnel Fresnel Fresnel Fresnel Fresnel 

Cameras Yes Yes No Yes No No 

Tracking Inside out Inside out Outside-in Inside out Outside-in Outside-in 

Weight 

(excluding 

cable) 

403gr 470gr 470gr 563gr 450gr 450gr 

Site 128-265Gb 64-128Gb - - - - 

Cost 299€ 399€ 200€ 399€ 3200 € 1.300€ 

Notes. C/meter = Gyroscope, VR/meter = VR accelerometer, M/meter = Magnetometer 

 
Table 2. Comparison of specifications of 3DoF HMDs 

Device Oculus Go Goblin Pimax 4K Gear VR 
Google 

Cardboard 

Type untethered untethered tethered untethered untethered 

Circulation 2018 2016 2017 2015 2014 

Screen type LCD  LCD LCD CLPL 
Mobile 

device 

Mobile 

device 

Visual field 100ο 92ο 110 ο - - 

Screen resolution (total) 2560Χ1440 2560Χ1440 3840Χ2160 
Up to 

2960X1440 

Up to 

2960X1440 

Pixel Density 538ppi - 403ppi - - 

Rate of renewal 60-72Hz 70Hz 60Hz Up to 60Hz Up to 60Hz 

Processor Snapdragon 821 
Snapdragon 

820 
computer 

mobile 

device 

mobile 

device 

Lens settings No - Yes No No 

Lens Lenses Fresnel - - - - 

Built-in camera No No No No No 

Tracking Head movement 
Head 

movement 
Head movement 

Head 

movement 

Head 

movement 

Weight (excluding cable) 468gr 440gr 499gr 345gr 96gr 

Battery Yes Yes No Yes Yes 

Site 32-64Gb 16 Gb 10 Gb SD card SD card 

Cost 283€ 243€ 409€ 130€ 5€ 
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Chapter 3. The main features of 
Virtual Reality 
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Several characteristics have been identified in the literature as important for VR. However, there are 

conflicting views on three very important ones, those of immersion, presence, and interaction, both in 

how they are defined and how they shape the user experience in the context of VR. For example, there 

is much debate about the extent to which immersion affects the sense of presence. Further, 

immersion, while relatively easy to describe, is nevertheless difficult to define. When children are 

"glued" to a television show, one can say that they are immersed. In fact, if they do not answer the 

questions asked of them (or are indifferent to answering them), it is a way to measure the degree of 

their immersion. However, the above example is obviously not a coherent definition of immersion. On 

the other hand, it can be an indication of how complex the phenomenon is, since a similar experience 

is created by reading a book or watching a film. Furthermore, regarding the sense of presence, there 

are researchers who have argued that it depends solely on the equipment used (e.g., North & North, 

2016). Others have argued that presence is largely dependent on the personality of the individual (e.g., 

Bindman et al., 2018; Nunez, 2004). 

 
Furthermore, users entering a virtual environment, in order to get the sense of being somewhere else 

(which, as will be analyzed below, constitutes immersion) and that the virtual world is real (which is an 

element of presence), need, first of all, to give value to what they are doing/experiencing. Thus, in 

order to have a positive experience in a virtual environment, they need to develop their mindfulness. 

Mindfulness is the awareness of the present in which individuals are "open" to experiencing the 

feelings and sensations of the present without judgment (Brown et al., 2007; Davis & Hayes, 2012). In 

a virtual environment, users need to be able to observe the environment and its elements without 

going on "autopilot" and simply act because the application asks them to. In other words, they should 

be convinced from the outset that they should be able to let themselves be drawn into the experience 

and, under no circumstances, see it as a "chore," especially if it includes educational content. Usually, 

mindfulness is considered in research on issues such as reducing anxiety through VR, where it was 

found to have an inverse relationship, i.e., when mindfulness increases, then anxiety decreases 

(Crescentini et al., 2016). 

 
Thus, this chapter will attempt to identify important terms/concepts related to VR that affect and, in 

essence, define the user experience, starting, first, with a brief reference to the 3Is of VR. 

 
 

3.1. The three Is of VR 
 
Burdea and Coiffet (2003) introduced the term "3Is" (interaction, immersion, imagination-3Is), which, 

in essence, identifies the characteristics required to ensure that users feel engaged in a virtual 

environment. The authors described these three attributes as the triangle of VR (Figure 26). 

 
In particular, they argued that: 

▪ Interaction refers to the communication and connection between the user and the VR system.  

▪ Immersion relates to the user's sense of being in a virtual environment.  

▪ Imagination refers to the user's ability to perceive non-existent things and to believe that the 

virtual environment in which he or she finds himself or herself is real.  

 



 

37 

 

Furthermore, according to them, the levels of interaction and immersion can directly influence users' 

imagination, which, in turn, depends on other characteristics (e.g., type of equipment, degree of 

realism, and motivation) (Burdea & Coiffet, 2003).  

 

 
Figure 26. The 3Is of VR 

(Burdea & Coiffet, 2003) 

 
 

3.2. Immersion 
 
According to Mikropoulos and Bellou (2006), an immersion system includes 3D spatial representations, 

multi-sensory interaction channels, and intuitive interaction with real-time physical manipulations. 

Extending what Mikropoulos and Bellou mentioned, it can be argued that immersion is the ability of 

the VR system to provide users with stimuli (visual, audio, and tactile) and a sense of being somewhere 

else (MacLeod & McLeod, 1996). In this sense, immersion is technical, as it depends on how 

sophisticated the VR devices used to create this sensation for users are. Therefore, using a less 

sophisticated HMD offers less immersion than using a more sophisticated one, due to the lower 

resolution and field of view. Therefore, in a fully immersive state, users either receive the same sensory 

information as in the real world or the perception of reality is replaced by the computer-generated 

perception; in either case, the brain cannot capture the difference between virtual and real 

environments.  

 
Furthermore, immersion, in psychology terms, refers to the state in which individuals are fully engaged 

in something while acting (Muhanna, 2015). In other words, during immersion, users are attracted to 

and involved in a virtual activity where their minds are separated from the physical space they are in. 

Furthermore, immersion is the sense that individuals have of being surrounded by a completely 

different reality that requires their attention and interest (Murray, 1997). 

 
According to Natsis and Zacharis (2008), an immersive system is described as a VR system in which the 

virtual environment is displayed on special devices (e.g. HMDs) and does not include the conventional 

screen, which does not help to disconnect users from the real world. In particular, HMDs, stereoscopic 

glasses, gloves, and/or full-body suits are used to achieve a sufficient degree of immersion. However, 

it is not necessary to combine all devices; usually, stereoscopic glasses or HMDs alone can provide 

sufficient isolation from real-world stimuli.  
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The level of user immersion in a VR system, from a technical point of view, depends on a number of 

key elements, such as the degree of separation of users from the physical environment, the degrees 

of freedom of movement afforded to users, the mode of display, and the degree of interaction with 

the virtual world. In addition, to enhance the level of immersion, elements such as the performance of 

the software of the VR system, haptic feedback, and sound play a role. This is in line with the views of 

Bowman and McMahan (2007), who reported that the degree of immersion depends on many factors 

related to vision, such as field of view, display size and its resolution, stereoscopy, and the refresh rate 

of the image (these terms were discussed in the previous chapter). 

 
It should be noted that for a virtual world to be considered immersive, it must be able to suspend 

participants' disbelief about whether it is "real" for a certain period of time, but without requiring it to 

be as real as the physical one (Pimentel & Teixeira, 1993). 

 
Other authors (e.g., Zhou & Deng, 2009) have approached VR according to the degree of immersion 

and flow. Regarding the degree of immersion, when it is too low, the authors refer to it as a virtual 

world. When users are partially immersed in the virtual world, then it is considered moderate VR. 

Finally, when they are fully immersed, the authors consider VR to be achieved. Flow is a mental state 

where users are fully engaged, focused, and enjoying an activity either work or play, in which the 

challenges of the activity and the skills required are in balance (Csikszentmihályi, 1990, 2017). In fact, 

users in such a state lose track of time while they are focused on their task, while, at the same time, 

feeling pleasure. 

 
Some of the basic types of immersion are: 

▪ Haptic immersion. It is the experience of users in a virtual environment when performing tactile 

operations involving skills (Adams, 2004). For example, users can experience haptic immersion 

when using the controllers to perform a skill-intensive activity. In fact, the more they learn to use 

the controllers, the more they develop the corresponding skill and get better results. 

▪ Technical immersion. It refers to elements that direct users' attention so that they consider 

themselves part of the virtual environment (Elmezeny et al., 2018). Furthermore, technical 

immersion was discussed by Sheikh et al. (2016). According to them, directing users' attention in 

a virtual environment is achieved through the combination of audio and visual information 

(technical immersion elements), while using only visual information does not bring the desired 

effect. One element they considered important is the recognition of users by the characters in the 

virtual world. This can occur through looks, gestures, and words that the characters direct towards 

the camera. Also, Sheikh et al. (2016) argued that participants need to be directed to look around 

or move to follow the story and immerse themselves in it. 

▪ Narrative immersion. It occurs when users are "surrounded" by a story that unfolds in a virtual 

environment. In particular, narrative immersion resembles what one experiences when reading a 

book or watching a movie (Adams, 2004). Elmezeny et al. (2018) argued that narrative immersion 

is influenced by the settings, as well as by the interaction of the story and characters with the users 

so that they become part of the story. They also considered that it is related to technical 

immersion, that one genre supports the other, and that they reinforce each other. Ryan (2015) 

divides narrative immersion into four subcategories; (a) spatial, (b) temporal, (c) spatio-temporal, 

and (d) emotional. Spatial immersion concerns the environment, i.e. the setting and the time and 

place of the story, in other words, the way the (virtual) world is created. Temporal immersion 
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relates to the structure of the plot and the creation of suspense, action, and expectation that have 

a classical structure (i.e. beginning, middle, and end). Spatio-temporal immersion is influenced by 

the narrative perspective and integration of the audience within the story, and finally, emotional 

immersion relates to the emotions created to the participants by a story. 

▪ Mental immersion. It is the state in which users engage with a virtual environment without 

distrusting it, because they experience it as believable/realistic (Sherman & Craig, 2003). For 

example, when a person reads a novel, they feel transported and belong to a fictional world, they 

become emotionally involved with the characters; they forget the real world and their 

environment. Something similar occurs through watching a film, listening to music, or even 

daydreaming. 

▪ Imaginative immersion. It refers to the absorption of users thanks to the plot/story of the virtual 

environment, resulting in emotional involvement with the characters, the development of their 

imagination, or simply the enjoyment of the virtual environment (Ermi & Mayra, 2005). 

▪ Sensory immersion. It refers to the concentration/attraction of users in a virtual environment 

induced by the sounds and images it offers (Ermi & Mayra, 2005). 

▪ Sensory-motor immersion. It occurs when users enter a virtual environment and are mentally 

stimulated. There is harmony of space and time as users merge with the medium, which affects 

their opinion about it and their consciousness (Bjork & Holopainen, 2004). 

▪ Emotional immersion. It occurs when users confuse the virtual environment with real life (Bjork & 

Holopainen, 2004). Furthermore, according to Cohen (2001), emotional immersion results in a 

decrease in users' self-awareness which, at the same time, is replaced by increased emotional and 

cognitive engagement with the characters in the virtual environment. 

▪ Cognitive immersion. This type of immersion involves the users' abstract thinking. It is achieved 

through solving complex problems (Bjork & Holopainen, 2004). 

▪ Strategic immersion. It is more cerebral and related to mental challenges (Adams, 2004). For 

example, chess players experience strategic immersion when they choose a solution from a wide 

range of options. Also, according to Ermi and Mayra (2005), this is also called challenge-based 

immersion, which occurs when applications require users to think strategically or solve logical 

problems. 

▪ Spatial immersion. It occurs when users feel that the virtual world feels real and convincing and 

that they are "there" (Bjork & Holopainen, 2004). 

▪ Physical immersion. Physical immersion occurs when people feel that they are physically involved 

in an experience. Those who achieve physical immersion are called participants (Sherman & Craig, 

2003). For example, in a flight simulator, the user enters a simulated cockpit to be able to interact 

with different objects to fly a virtual plane and, in the future, a real one. 

▪ Passive and active immersion. Nakatsu and Tosam (2005) proposed these types of immersion, 

which are distinguished by the lack or presence of interaction. Active immersion involves users 

interacting with objects (creating a scene), while passive immersion presents only information 

(watching a movie). According to Nakatsu and Tosam (2005), a virtual experience should contain 

active immersion. 
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3.3. Presence 
 
Presence is created when users are engaged to such an extent that they feel themselves "living" in a 

virtual world (Schubert et al., 2001; Slater, 1999; Witmer & Singer, 1998). Furthermore, it can be said 

that presence is the sense of being in a virtual environment as a distinct entity (Mikropoulos & Natsis, 

2011), as well as the subjective sense of "being" in it (Bulu, 2012). The above definitions imply that 

presence is synonymous, in a way, with the illusion of being in a (virtual) place (being there) (also 

referred to as place illusion). However, Slater and Sanchez-Vives (2014) added the attribute of 

plausibility, i.e. experiencing events as if they were real. Thus, to achieve the first element (place 

illusion), head tracking and/or body tracking are required. Ideally, eye tracking should also be present. 

These allow users to participate more naturally in the virtual environment by using the natural 

movement of their bodies (e.g., crouching, watching the surroundings, and listening by turning the 

head towards the source). On the other hand, for the second element (plausibility) to occur, three 

factors must be taken into account: (a) the degree to which events in the environment are specifically 

addressed to the participant, (b) the degree to which there are events responsive to the actions of the 

person (e.g., the participant smiling at a virtual person who, in turn, smiles at him), and (c) the overall 

response of the environment to the user's expectations (Slater & Sanchez-Vives 2014). 

 
Furthermore, according to Lombard and Ditton (1997), presence is a psychological state in which 

virtual objects are perceived by users as real and also creates the illusion that the mediated 

environment is not mediated. A mediated experience in VR is one where in order to experience it, 

users have to use "mediating devices" such as a computer, HMD, controllers, and input devices 

(keyboard/mouse) (Kaye & Giannachi, 2011). Since these devices mediate between users and the 

experience, they should, logically, be "aware" of them at all times and remind them of "where" they 

are and "what" they are doing. However, the sense of being present in a non-mediated VR experience 

makes users have the illusion that there is nothing interfering between them and that experience, that 

they are experiencing something real. This is the main goal of VR, namely to create unmediated 

experiences (Schafer, 2016). 

 
At the same time, presence is about the characteristics of the experience of VR as experienced by users 

(Bindman et al., 2018). That is, if the plot/story is compelling, then users will be fully absorbed by it. If 

the virtual world offers social interactions, as well as interactions with other users that feel real, then 

the virtual world will feel more real. If the interaction with the virtual world is easy and natural, then 

it creates an excellent presence. In this respect, presence indicates the degree to which the user feels 

engaged with the VR experience and how much it feels like a real experience. In essence, presence is 

a subjective feeling and therefore depends on the state of mind, the user's experience in the virtual 

environment, and other psychological factors. 

 
Presence consists of a number of dimensions/subcategories that vary according to the purpose of the 

context in which they are applied. Each dimension is considered to contain the same fundamental 

principle, namely that users feel "present" in a virtual environment, perceiving the virtual content as 

real (Schubert et al., 2001). The different dimensions, however, reinforce the further distinction of the 

context or situation in which presence occurs. These contexts or states, which are often used 

interchangeably, are as follows (Zhao, 2003): 
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▪ Self-presence. According to Lee (2004), users feel self-presence in a virtual world, i.e. they 

experience their virtual self as real. Furthermore, according to Heeter (1992), it is also called 

personal presence, meaning that users feel part of the environment. 

▪ Spatial presence. It is the sense of being in an environment (Schubert et al., 2001). It relates to the 

verisimilitude of presence within the mediated space, i.e. it is purely experiential. Steuer (1992) 

argued that in any mediated communication there is an overlap with physical presence, i.e. the 

real world. Furthermore, according to Heeter (1992), this kind of presence is also called 

environmental presence. In addition, some have further divided spatial presence into self-location 

and possible actions (Wirth et al., 2007). The first kind relates to the sense of being in an 

unmediated environment and the second relates to the perceived possibilities of action in it. Also, 

Kim and Biocca (1997) considered presence to consist of two concepts, arrival (the feeling that 

users are in a virtual environment) and departure (the feeling of being separated from the physical 

environment), which seem to be related to the concept of spatial presence. 

▪ Natural presence. It refers to the extent to which the virtual environment is in agreement with 

reality (Witmer & Singer, 1998). Furthermore, according to Lee (2004), natural presence is a 

psychological state in which virtual objects are experienced by users as real objects in sensory or 

non-sensory ways. 

▪ Tele-presence. It stands out because of its original context, namely the various tele-

operations/tasks that can be performed (Sheridan, 1992). Steuer (1992) considered tele-presence 

as a distinct concept from presence, suggesting that the former refers to the experience of a 

secondary environment (such as the virtual) through a communication medium. Given both of 

these distinctions, telepresence, as related to the context of teleoperation, suggests that 

perceptions relate to the experience of a virtual environment in which work (i.e. interaction) can 

occur using a communication medium.  

▪ Co-presence. It is a similar concept to tele-presence, but with a different dimension. Nowak and 

Biocca (2003) noted the distinction between these concepts in relation to connecting with other 

people. While telepresence can occur without the participation of another person, co-presence 

depends on the presence of another person who is also connected to the same medium. It is this 

human connection that distinguishes co-presence from telepresence, i.e. it focuses on the 

relationship that develops between two individuals (Zhao, 2003). Indeed, when there is a high 

degree of immersion, this helps users to feel co-presence with others and facilitates mutual 

understanding between them when, e.g., conducting collaborative research (Heldal et al., 2007). 

▪ Social presence. Another dimension of presence is related to co-presence, but it requires the 

connection of a group of people (Nowak & Biocca, 2003). At the same time, Gunawardena and 

Zittle (1997) considered that social presence is about how reality is perceived in mediated 

communication and that it depends on two factors, intimacy and immediacy (Gunawardena & 

Zittle, 1997). According to Lee (2004), social presence in a virtual world is the interaction of people 

with (artificial) social characters that look very real or with the representations of other people 

who are connected in the same virtual environment. 

 

 

3.4. Interaction 
 
Interaction seems to be a somewhat simpler and less difficult concept to define than immersion and 

presence. As mentioned above (see Chapter "3.1. The Three I's of VR"), according to Burdea and Coiffet 
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(2003), interaction is about communication and connection between the user and the VR system. 

There are many types and technologies that contribute to and enhance human-computer interaction 

and communication. One of the main goals of VR is to have, to the highest degree, natural interactions 

of users with the virtual environment and the virtual objects it contains (Rebelo et al., 2012). Thus, the 

dimensions of the interaction between the user and VR system are as follows:  

▪ Navigation. Whether or not navigation is available. 

▪ User interface. This refers to the way in which the various interactions are implemented. There is 

the composite user interface which involves interaction with two or more senses. When it involves 

vision, it is called a graphical user interface, and when it involves sound, it is called a multimedia 

user interface. The interface in a VR system belongs to the latter case. The aim of VR is to involve 

other senses in the interface to create a complete interaction, i.e. as if the users were in the real 

environment. 

▪ Modality. Modality, in human-computer interaction, refers to the use of sensory input/output 

channels between the human and the computer (Karray et al., 2008). In some ways, it is therefore 

related to the interface. If there is only one channel it is called unimodality and if there is more 

than one it is called multimodality (Karray et al., 2008). Also, there are two forms of modality 

(Palanque, 2001). The first is the computer-human modality, where the output devices of the VR 

system to give information to the users stimulate their senses (sight and hearing and more rarely 

touch, taste, smell, heat, pain, and balance). The second is the human-computer modality 

(Bainbridge, 2004), where VR systems are equipped with input devices to receive information from 

users. Such devices are often the keyboard, mouse, touch screen, and more rarely computer vision 

(a branch of artificial intelligence) and speech and motion recognition.  

▪ Human agency, which could be related to navigation, but could also be a criterion of how much a 

user is able to interact with and/or manipulate a particular environment. 

 
Furthermore, the types of interaction that users can have with a virtual environment are: 

▪ Physical interaction. This is an interaction beyond the simple use of a keyboard/mouse, usually 

using controllers or just the user's hands or special gloves (Jha, 2018). It allows users to experience 

an activity as they would in the real world (e.g., playing tennis), i.e. very realistically. 

▪ Magical interaction. This is an interaction that could not happen in reality (Bowman et al., 2012). 

Users, with this interaction, can gain superpowers or interact with fictional characters in a non-

real environment (there are no restrictions on this type of experience). 

▪ Active interaction. It refers to the interaction caused by users towards the VR system, such as 

clicking the mouse or selecting content with the controllers (Ferguson et al., 2020). Furthermore, 

they are free to choose what to see from the virtual environment without a specific viewing order 

being necessary. 

▪ Passive interaction. This is the interaction that is not performed by users through input devices, 

but by the system itself through the detection of their location. If, in fact, the system can also track 

eye movement (eye tracking), then an improved interaction is achieved (Schönbrunner, 2000). 

▪ Intuitive interaction. Intuitive interfaces are less easy to implement but easier to use. Intuitive 

interaction recalls past experience, is fast, accurate, and often users do not think before they act 

(they act unconsciously) (Blackler et al., 2019). Users can interact with interfaces and systems 

intuitively when they are able to apply prior knowledge to a new context of use (Naumann et al., 

2007). 
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▪ Embodied interaction. This type of interaction provides the possibility for one's (physical) body to 

interact with the technology in a natural way, e.g. through gestures (Hartson & Pyla, 2012). 

Furthermore, it relates to how users perceive/understand the world and the interaction that 

comes from themselves in a physical and social world with embodied agents (Dourish, 2004). 

▪ Tactile interaction. It is related to embodied interaction and, in a way, they complement each 

other. Tactile interaction refers to the interaction between users and objects (Ishii & Ullmer, 1997), 

in which some form of haptic feedback has been included. 

 
 

3.5. Relationship between immersion and presence 
 
The literature seems to be more concerned with the relationship between immersion and presence, 

while, usually, interaction is part of them. However, one can argue that the concepts of immersion and 

presence are not so separate and there is a grey area between them. The nature of presence is highly 

subjective, which makes it more difficult to define than the concept of immersion. Nevertheless, 

presence seems to be directly related to immersion, as several studies have demonstrated that the 

immersive capabilities of VR affect the subjective sense of presence (Balakrishnan & Sundar, 2011). 

Furthermore, as mentioned previously, immersion is a technological feature of VR systems that 

contributes (along with others) to the creation of the sense of presence (Natsis & Zacharis, 2008). 

 
Immersion is important for creating presence. If a virtual world is technically sound, but experienced 

through a low-end HMD (e.g., one that does not allow for social interactions, has no physical feedback, 

and has low resolution), then the users will not be able to feel that they are actually there and, thus, 

the sense of presence is destroyed. This is not always the case. Even with a low-end HMD, if the plot 

is compelling, with great characters, and engages the users, who stay there long enough to get used 

to the graphics, they could feel present, because they will feel like they are living in that world. So, a 

user can be given a sense of presence even without a high degree of immersion.  

 
Also, Witmer and Singer (1998) defined presence as the subjective experience of being in one place or 

environment, even if one is physically in another. Presence refers to the experience of the virtual 

environment rather than the physical location. The necessary conditions for experiencing it are 

participation and immersion. According to them, participation is the psychological state experienced 

by the individual as a consequence of a set of stimuli received, the focusing of energy and attention on 

important activities and events. Thus, involvement is related to other concepts similar to engagement 

such as "the flow state." Similarly, immersion is a psychological state of the individual characterized by 

the perception of being surrounded, included, and interacting with an environment that provides a 

continuous flow of stimuli.  

 
However, Slater (1999), in response to Witmer and Singer, argued that immersion refers to the 

technical characteristics of the medium and that these characteristics affect the various senses of the 

user. Slater did not give immersion the psychological dimension that Witmer and Singer gave but 

defined it purely from a technological perspective. On the other hand, Slater (2002) agrees with 

Witmer and Singer in his interpretation of the concept of presence, i.e. that users feel that they are 

part of the virtual environment. 
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Presence and immersion seem to occur when the user's attention is so focused or absorbed that they 

participate in the digital environment and engage with the content (Oprean, 2014). This allows for the 

development of a framework to measure the influence one concept has on the other. For similar 

reasons, and as previously mentioned, Witmer and Singer (1988) argued that both immersion and 

participation are prerequisites for an individual to experience presence in a virtual environment.  

 
Some have combined immersion, presence, and mediation, stating that presence is defined as the 

psychological state in which a user feels lost or immersed in a mediated environment, feeling physically 

"present" in it (Schubert et al., 2001). At the same time, according to Mikroopoulos (2016), the sense 

of presence is the (false) sense of non-mediation created by 3D representations, intuitive interaction, 

and immersion. 

 
It is worth noting that, when researchers consider presence as a subjective sensation, they also 

consider immersion as an objective characteristic of technology, which refers to the extent to which a 

technological medium can provide the user with the (false) sense of being in a real environment (Slater 

& Wilbur, 1997). In conclusion, it could be said that the core of VR is presence and it operates within 

the boundaries set by immersion (Slater, 2009), and that VR can only be considered a sufficiently 

realistic experience when users feel both immersion and presence at the same time (Eichenberg, 

2011).  

 
On the other hand, the relationship between interaction and immersion can be seen through the 

following continuum (Figure 27), where it can be seen that low interaction and immersion exist when 

users use simple devices, while high when using sophisticated ones (Oprean, 2014). 

 

 
Figure 27. The interaction and immersion continuum 

(Oprean, 2014) 

 
In summary, Table 3 shows the types of immersion, presence, and interaction. 

 
Table 3. The types of immersion, presence, and interaction 

Types of immersion Types of presence Types of interaction 

Haptic immersion  Self-presence Physical interaction  

Technical immersion  Spatial presence  Magic interaction 
Narrative immersion  Natural presence  Active interaction  
Mental immersion  Telepresence Passive interaction  
Imaginative immersion  Co-presence  Intuitive interaction  

Sensory immersion 
Social presence  
 

Embodied 
interaction  
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Sensory motor 
immersion  

 Tangible interaction 

Emotional immersion   
Cognitive immersion    
Strategic immersion    
Spatial immersion    
Physical immersion    
Active immersion and 
Passive immersion 

  

 
 

3.6. General comments 
 
This chapter presented immersion, presence, and interaction, which are considered the main 

characteristics of VR, and discussed the relationships between them. Subcategories of these 

characteristics were identified. In general, immersion is a more technical feature while, on the other 

hand, presence is considered a subjective attribute related to how much users feel that they are in a 

virtual environment. Finally, interaction is related to the communication and connection between 

users and the virtual environment.  

 
Thus, by convention, the following definitions can be given for these three terms: 

▪ Immersion refers to how complete/rich the sensory information provided to the user by the virtual 

environment. The more closely it resembles that of the real world, the higher the immersion. That 

is, immersion is more of an objective phenomenon and should be investigated with technical tools 

(e.g., technical questionnaires) and VR devices (different ones to show different levels of 

immersion). 

▪ Presence refers to the extent to which users feel that they are in a virtual environment and have 

the illusion of non-mediation, i.e. it is more of a subjective phenomenon and should be 

investigated with psychometric tools (psychometric questionnaires). 

▪ Interaction refers to the communication and connection between users and the virtual 

environment. 
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Chapter 4. Taxonomies of Virtual 
Reality systems 
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As mentioned in the previous chapters, VR has taken a variety of forms, while keeping pace with 

technological developments. Despite the variations that have occurred, its main purpose has remained 

unchanged, which is to create rich experiences for users. VR systems vary depending on the software 

as well as the hardware used (Levin, 2011). When talking about software, it means the programming 

part (the programming platform) with which the system in question is created and supported. For 

example, a virtual environment may be built with the Unity platform. The hardware is the means by 

which users interact with the software. Typically, this consists of output devices, such as the computer 

screen, HMDs, and even an entire room, as well as input devices, such as the keyboard/mouse and 

controllers. Thus, this chapter presents some of the existing taxonomies of VR systems and proposes 

a new taxonomy. Also, reference is made to the different types of VR. 

 
 

4.1 Existing classifications of VR systems 
 
Mikropoulos (2016) proposed a taxonomy based mainly on the visual interface, including all cases win 

which users can perceive a virtual environment with their eyes.  

 
Thus, he proposed the following categories of VR (Figure 28):  

▪ Desktop VR. The computer screen (and its peripherals) is the medium of this system, it has simple 

3D graphics, high resolution, and limited interaction. 

▪ QuickTime VR-Telepresence. It is a tool that supports many types of graphics, movies and sounds, 

providing high-resolution images (panoramic, 360ο) with limited interaction, and stereoscopy. 

▪ Partial immersion (CAVE, CUBE, FLEX, PLEX). This category includes VR systems that provide 

photorealism, stereoscopy, guided interaction and allow for a large number of participants. 

▪ Mixed and Augmented Reality. These are technologies that embed virtual objects/information in 

physical space. Indeed, in Mixed Reality, they coexist and interact with physical space in real-time. 

▪ Multi-user Virtual Environments/Virtual Worlds/Distributed VR. In these environments, there is 

multi-user interaction, synchronicity, and a sense of presence. 

▪ Fully immersive VR. There is a high degree of interaction and medium to high screen resolution.  

 

 
Figure 28. A taxonomy of VR systems  

(Mikropoulos, 2016) 

 



 

48 

 

Muhanna (2015) set out two criteria for creating her taxonomy. The first was the type of technology 

used to build each system, i.e. the need for special input/output devices to experience VR. Systems 

that do not use such special devices were termed "basic," while those that require them were termed 

"enhanced." The second criterion on which it was based was the level of mental immersion of the user 

in a virtual environment. Immersion, as discussed in a previous chapter (see Chapter "3.2. Immersion"), 

is indeed a psychological phenomenon, but it is caused by the use of specific devices. Furthermore, 

Muhanna used the term mental immersion, i.e. something purely subjective. Thus, she considered that 

VR systems vary based on the degree of mental immersion they provide to users (Figure 29). 

 

 
Figure 29. Another taxonomy of VR systems 

(Muhanna, 2015) 

 
Basic VR includes screen-based (computer-based) and handheld-based VR. Both provide very low 

intellectual immersion. On the other hand, Enhanced VR is divided into Partially Immersive VR and 

Fully Immersive VR.  

 
Partially immersive VR includes: 

▪ Wall projectors. In this system, no stereoscopic glasses are used and interaction with virtual 

objects is done through special gloves. It should be noted that it does not project objects in three 

dimensions. 

▪ Immersa Desk. The user wears special glasses to view the content (3D object) on the projection 

screen. 

▪ Monocular HMD. The user is able to view, in combination, virtual and real objects through 

transparent screens. Alternatively, they can view them with one eye and see the real world with 

the other. It touches on Augmented Reality. 

 
Fully Immersive VR includes: 

▪ Binocular HMDs. These are HMDs that provide a view from both eyes of the user that can give 

either six degrees or three degrees of freedom (for more details on this topic, see. Chapter "2.2 

Principles and operating elements of Head Mounted Displays"). 

▪ VR based on room scale. This is further branched out to vehicle simulations and CAVE systems. 
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4.2 Proposed classification of VR systems 
 
Regarding the first taxonomy of VR systems (Mikropoulos, 2016), the category "Mixed-Augmented 

Reality" includes two different technologies, which are classified together, because they have almost 

similar functions (since they both embed virtual objects/information in physical space). Mixed and 

Augmented Reality have elements of VR but are not purely VR (Milgram & Kishino, 1994). They were 

probably included in the taxonomy because the classification criterion was the vision interface. 

 
Regarding the second taxonomy of VR systems (Muhanna, 2015), it is observed that the category of 

basic VR includes handheld-based VR, which involves the display of virtual content on the screen of a 

handheld device. This is an older form of VR that has been replaced, thanks to technological advances, 

by Augmented Reality. Furthermore, it appears that the category of partially immersive VR includes 

monocular HMD, which is more related to Augmented Reality, a technology, as mentioned, which is 

different from VR. Therefore, it should perhaps be included in another taxonomy. Furthermore, in this 

taxonomy, room-scale VR (vehicle simulation and CAVE) is included in the fully immersive VR. 

However, these systems do not completely cut off the user from the physical environment. Therefore, 

it should perhaps be placed in another category, for example, in the partially immersive VR, which is 

the case in the first taxonomy. 

 
In any case, as demonstrated in the above taxonomies, a user can experience VR through a variety of 

forms and modes of presentation. Specifically, Mikropoulos' taxonomy was based on the visual 

interface, i.e. what the user sees, while Muhanna's taxonomy was based on the hardware and mental 

immersion, i.e. how much the user feels belonging to the virtual world, emotional engagement with 

the characters, and disconnection from their environment. Perhaps, the important criterion is 

immersion, as it encompasses all of the above elements.  

 
Therefore, taking the above taxonomies as a starting point, the VR systems can be redefined, creating 

a new taxonomy that ranks them in terms of user immersion. It should be stressed that it was 

considered preferable to focus on the technical aspect of immersion, because it is difficult to identify 

and quantify its subjective dimension, as in Muhanna's taxonomy. Also, the proposed taxonomy 

includes systems related only to VR. That is, it differs from the two previous taxonomies, which 

included systems partially involving VR, such as Augmented and Mixed Reality, which might have to be 

removed altogether.  

 
Since immersion (from a technical point of view) is considered the criterion for the proposed 

classification of VR systems, it should be indicated on which elements the degree of immersion 

depends. Thus, based on what was mentioned in Chapter "3.2. Immersion," it was considered to be a 

function of (a) the degree of separation of the user from the physical environment (none, partial, 

complete), (b) the degrees of freedom of movement granted to the user (three or six), (c) the mode of 

display (low-high quality), and (d) the degree of interaction with the virtual world. Note that the 

interaction factor was added because of its close relationship with immersion (see Chapter "3.5. 

Relationship between immersion and presence"). 

 
Specifically: 

▪ Disconnecting the user from the physical environment. It has to do with the extent to which users 

feel disconnected and have "forgotten" the natural environment. Usually, there is no 
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disconnection from it when using a computer screen and keyboard/mouse. This is because, 

simultaneously with the virtual experience, users are aware of the physical space in which they are 

in, and, as a result, they receive stimuli from there as well. Partial disconnection occurs when users, 

because of the equipment they use, are to some extent disconnected from the physical 

environment, but nevertheless retain the perception that it exists. Finally, full immersion cuts users 

off from the physical environment to such an extent that the actual space and time do not concern 

them. In other words, users in full immersion receive sensory stimuli only from the virtual 

environment. However, it should be noted that with today's technological standards, this mainly 

involves vision and hearing, partially touch, and little to no sense of smell and taste. 

▪ Degrees of freedom. Degrees of freedom refer to the number of ways an object or person can 

move in 3D space (Pennestri et al., 2005). As presented in Chapter "2.2 Principles and operating 

elements of Head Mounted Displays," the degrees of freedom can be divided into two broad 

categories (6DoF and 3DoF). In 3DoF there is only rotational motion. Using the mouse there is the 

possibility of 6DoF, but these are simulated ones.  

▪ Viewing mode (low-high quality). Here, many factors can be included such as image resolution, 

projection type, refresh rate, frames per second, and field of view. Image resolution in a simulation 

plays an important role in immersion. In recent years very good resolution has been provided, but 

there is room for improvement. For example, a computer screen can reach 4K (3840 x 2160). The 

resolution on an HMD ranges from 2K to 8K in total (for both eyes). The view can be 2D or 3D 

(stereoscopic view). Stereoscopy or stereoscopic vision is the blending of two images into one, 

resulting in the perception of depth (McIntire et al., 2014). On a computer screen, simple 

projection is usually found, while stereoscopic projection is found on HMDs as well as other 

systems. The refresh rate refers to how fast the image is formed, while frames per second refers 

to the quality of the moving image. Finally, the wider the field of view offered by a device, the 

more likely it is that users will perceive the activity they are performing as more realistic.  

▪ Degree of interaction (low to high). Interaction with the virtual world depends on whether the 

developer has intended to give users the ability to manipulate and modify some or all of the objects 

in the virtual world. Also, interaction depends on the devices used to implement it. 

 
Another point to consider is the following. A system A is more immersive than a system B if A can be 

used to simulate the perception provided by B, but not vice versa. Hence, an HMD is more immersive 

than a CAVE system, since the former allows the virtual representation of the user's body. In contrast, 

in a CAVE system, the user sees his/her actual body. Moreover, the virtual body can be designed to 

resemble the real one. Sound could be included in the criteria, but it was chosen not to use this 

criterion, although in several taxonomies it is mentioned as a characteristic of VR systems because 3D 

stereoscopic sound can be achieved in any system. Based on the above, the taxonomy of VR systems 

presented in Figure 30 is proposed. 
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Figure 30. Proposed system taxonomy VR 

 
Based on Figure 30, three main categories of VR can be distinguished: 

▪ Low immersion. This category of VR includes all systems that present the virtual environment on 

a screen. It has 3D graphics (the projection can, but not usually, be stereoscopic with the use of 

special glasses), high resolution, high refresh rate, and a large field of view. On the other hand, 

however, the degree of immersion is very low, because the user is not cut off from the physical 

environment at all and 6DoF are simulated. The same applies to the interaction with virtual objects 

because they are not usually manipulated in a way that simulates the physical object, but mainly 

by means of the keyboard and mouse. 

▪ Semi-immersive. Semi-immersive VR includes two main types of systems. The first type includes 

systems that project the virtual environment on a room-scale (e.g., vehicle simulation and CAVE). 

In this case, the cut-off is partial, the resolution can be very high, 6DoF are provided and 

stereoscopic projection is possible (again using special glasses). The second type includes systems 

that project the virtual environment with 3DoF. In this case, the degree of cut-off is clearly higher, 

but the degrees of freedom are limited. It is understood that in HMDs the stereoscopic projection 

exists, but the refresh rate and the field of view are, usually, limited. In both types of systems, 

interaction is often done with controllers that simulate physical movements.  

▪ Fully immersive. In this category, only 6DoF HMDs were chosen to be included. It was considered 

that, with today's technological standards, these offer the greatest separation from the external 

environment (as do 3DoF HMDs), high resolution, stereoscopic projection, high refresh rate, and 

large field of view (in the very advanced systems), 6DoF, and the possibility of manipulating objects 

in a completely natural way (even in the absence of special controllers). Consequently, only by 

using 6DoF HMDs, it is possible to achieve fully immersive VR. Also, a space has been created in 

this category where all the technologies that have not yet appeared can be integrated. 

 

Figure 31 shows the immersion continuum of the VR systems, i.e. how the different degrees of 

immersion are derived based on the four criteria mentioned above. Obviously, the ideal fully 

immersive system is one where the indices of the four factors are placed at the right end of the 

continuum. 
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Figure 31. The continuum of immersion of VR systems 
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Chapter 5. Areas of applications 
of Virtual Reality 
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At this point, it is appropriate to mention (without, however, constituting a systematic and detailed 

literature review) the applications of VR in selected areas, which are either considered important for 

the improvement of people's everyday lives or concern research fields of particular interest. It should 

be stressed that, in order to simplify the presentation, it has been considered appropriate not to 

analyze methods or any other technical element, unless this is necessary to clarify a specific application 

or outcome. It should also be noted that no reference will be made to the applications of VR in 

entertainment and games, since these areas have been researched in depth and there is a rich 

literature, making it difficult to refer to them in a comprehensive manner.  

 
 

5.1. Sport and physical activities 
 
There are various sporting activities where VR could be useful, either for recreational and leisure 

purposes or for training and practice. However, there are several obstacles to be overcome. For 

example, Miles et al. (2012) pointed out that practice in field games, such as football, the playing area 

is vast compared to the space in which someone in a VR system can usually move.  

 
VR has been used to understand perception and action in sports. As an example, Ruffaldi et al. (2011) 

examined the conditions for successful practice in rowing and described a haptic VR system that 

included a large screen. Rauter et al. (2013) described a CAVE system enhanced with auditory and 

haptic capabilities, again for rowing, which was even compared to conventional training. The 

researchers in both cases concluded that the simulator could be used as a complementary training 

tool, as there was sufficient skill transfer from the virtual to the real environment. Again, in the rowing 

training context, Wellner et al. (2010) noted the relatively high degree of presence felt by the 

participants. Several other applications of VR in sports involved simulated baseball and handball 

(Vignais et al., 2009), skiing (Solina et al., 2008), detecting deceptive movements in rugby (Bideau et 

al., 2010; Brault et al., 2009), and shooting (Argelaguet Sanz et al., 2015). 

 

Another example of the use of VR is watching sports matches with a non-physical presence. Kalivarapu 

et al. (2015) used a CAVE-type system, HMDs and simple video. They concluded that with CAVE and 

HMDs, participants experienced a greater degree of realism and that there were similar effects 

regarding presence.  

 
The use of VR for physical exercise is an extension of "exergaming." This includes, for example, 

connecting an exercise bike to a screen so that the rider's actions affect what is being projected (for 

example, faster pedaling leads to an increase in the speed of the projected environment) (Anderson-

Hanley et al., 2011). In addition, incentive factors can be introduced, such as virtual competitors. Other 

researchers have used "cybercycling" as above, this time on older people (Anderson-Hanley et al., 

2012). They found that their cognitive functions improved and that there was likely a delay in cognitive 

decline, compared to traditional exercise.  

 
The use of HMDs for physical exercise is a special case due to the reduced field of view compared to 

conventional displays, but also due to other limitations. One study examined the significant design 

challenges in this area by comparing a classic exercise bike without feedback, an exercise bike with an 

external display, and a bike with an HMD (Shaw, Wünsche, Lutteroth, Marks, & Callies, 2015). The two 
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feedback systems outperformed the classic bike but did not differ from each other. They were also 

rated as more pleasant than the classic bicycle.  

 
A different approach is to use VR to implicitly motivate people to exercise more. As an example, Fox 

and Bailenson (2009) conducted a study where participants used HMDs to see their virtual character. 

Participants at various points could choose to either perform physical exercises or not. When they did 

not perform exercises, their virtual body became thicker while when they did the virtual body became 

thinner. It was found that the group that had this positive and negative reinforcement exercised more.  

 
 

5.2. Data visualization 
 
Visualization and interaction with data is important for scientific evaluation. Data can be static or relate 

to dynamic processes. 3D representations of real or modeled data are important for understanding 

the data and for making decisions based on that understanding.  

 
Norrby et al. (2015) built an application in which immersive 3D imaging of protein molecules was 

combined with interaction with them through gesture recognition. Users found the system potentially 

useful for protein design and enjoyed using it. The aim of the study by Leinen et al. (2015) was to 

manipulate nanometer-sized molecular compounds via HMD. The manipulation accuracy was 

improved by the optical feedback provided by HMD imaging compared to non-immersive systems. In 

the study by Cali et al. (2015), a CAVE-type system was used to evaluate the spatial distribution of 

glycogen granules in astrocytes (a type of brain cell). The authors found that the immersive projection 

of the 3D structure is crucial for identifying this distribution. Prabhat et al. (2008) compared user 

performance in manipulating Drosophila (vinegar fly, Drosophila Melanogaster) data, such as the egg 

chamber, brain, and gut, using three different media (monocular display, stereoscopic display, and 

CAVE-type system). The more immersive system allowed users to better quantify specific features 

mainly related to spatial distribution, co-location, and geometric relationships. 

 
 

5.3. Authoritarianism, violence, dilemmas, racial, and other prejudices 
 
Milgram, in the 1960s, conducted a series of experiments to find explanations for how ordinary people 

can be persuaded to perform horrible acts. The most typical of these was the administration of 

escalating intensity of electric shocks to a stranger by the subjects of the experiment (who did not 

know that they were the subjects of the experiment and that they were not administering any shocks), 

at the command of someone in authority (Milgram, 1974). About 60% of the subjects submitted to the 

commands and even went so far as to administer lethally intense electric shocks. The results raised 

awareness as they demonstrated that people are capable of inflicting severe pain on others on 

command. 

 
In 2006, a virtual repetition of these experiments was performed, but this time a virtual subject was 

subjected to electroshock (Slater et al., 2006). This experiment, although conducted in VR, produced 

the same results as the original (however, lower levels of anxiety were observed). In some ways, it 

appeared that despite the gap between reality and VR, presence leads participants to respond to 

virtual stimuli as if they were real.  
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In the late 1960s, 38 people witnessed the murder of a woman and did nothing to help her. Latane and 

Darley (1968) introduced the term "bystander effect" which, in essence, argues that the more people 

present at an emergency event, the less likely it is that any of them will intervene, due to diffusion of 

responsibility. However, for ethical and practical reasons it is not possible to conduct experiments that 

recreate such incidents to elicit the factors that influence the behavior of individuals in violent 

situations (Rovira et al., 2009). Instead, in VR it is possible to create simulated situations, where it is 

known from research that people are likely to react realistically to the events depicted. For example, 

King et al. (2008) used Second Life (a 3D multi-user virtual environment) to examine how bystanders 

react to an emergency/violent incident and whether they would help. They concluded that one reason 

people do not intervene is because they believe this should be the responsibility of the controlling 

bodies, not ordinary citizens. In another experiment, Kozlov and Johansen (2010) found that 

participants were less prone to helping behavior when larger groups of virtual characters were present. 

Slater et al. (2013) used a CAVE-type system to study the social identity hypothesis, i.e., that 

participants who share the same social identity as the victim (in this experiment, they were fans of the 

same football team) are more likely to intervene to help. Their experiment demonstrated the validity 

of this assumption.  

 
Sometimes, in their professional and personal lives, individuals are confronted with ethical 

problems/questions that cannot be easily answered by any kind of sound scientific reasoning. A 

famous example is the "trolley car problem," where one has to decide whether to allow it to continue 

on its course and kill five people or to divert it from its course to kill only one (Thomson, 1976). 

According to evidence from a related study (Hauser et al., 2007), most people will choose to save the 

greatest number of people.  

 
There are similar examples of applications and experiments where the possibilities of presence in VR 

were used to pose such dilemmas to the participants. Navarrete et al. (2012) implemented a variant 

of the "trolley problem" using a VR application and found that just over 90% of the subjects chose the 

utilitarian solution (to kill only one person). However, the utilitarian path led to more internal conflict 

among participants but also constituted the least stressful option. Pan and Slater (2011) illustrated a 

dilemma equivalent to the trolley problem. Participants, in a CAVE system, controlled an elevator in a 

virtual art gallery and had to decide, in a short time, whether to direct a character who suddenly started 

shooting on a floor where there was only one person or to leave him on a floor where there were five. 

The fundamental reaction of the participants was confusion and panic. A more sophisticated version 

was replicated in a study based on HMDs (Friedman et al., 2014) and realistic virtual characters, with 

results similar to the previous studies. In general, it was found that people become more utilitarian in 

VR compared to what they would answer in a questionnaire, i.e., they are more likely to adopt a 

decision with the lowest cost in lives (saving five rather than one person). 

 
Research has demonstrated that VR can help draw conclusions about racial and other discriminations, 

by simulating experiences from the perspective of another group. Groom et al. (2009) embedded white 

or black people in a black or white virtual body in the context of a scenario that was an interview for a 

job. HMDs were used, with participants viewing their virtual bodies in a mirror, and the experiment 

lasted for just over a minute. The researchers found that there was a greater bias in favor of white 
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people for those who were integrated into the black virtual body. This difference was not observed 

when participants simply imagined being in a white or black body.  

 
Peck et al. (2013) conducted a study on racial bias, where participants were embedded for 12 minutes 

in either a black body, a white body, a purple body, or no body at all. HMDs were used, the virtual body 

moved in sync with the participants' actual body movements, and participants viewed their virtual 

bodies in a mirror. It was found that implicit racial bias was significantly reduced only for those who 

had the black incarnation.  

 
Ahn et al. (2013) used HMDs to have people with normal vision experience certain types of color 

blindness. In three experiments they compared results where participants either simply imagined 

having colorblindness or the app actually made them have colorblindness in the virtual environment. 

They found that the VR experience had an impact on changing participants' attitudes towards people 

with colorblindness, both within the experiment and afterward. This shows how VR could be used to 

provide people with experiential situations and how this may affect their behavior compared to other 

techniques. 

 
 

5.4. Industrial applications and product design 
 
In a review of the use of VR in automotive manufacturing, Lawson et al. (2016) pointed out that it can 

be used for design, avoiding the complex and costly process of building physical mock-ups. Other 

researchers found that VR can be used for learning tasks related to industrial assembly, maintenance 

training, and remote maintenance (for example, Gavish et al., 2011, 2015; Seth et al., 2011).  

 
In another context, Tiainen et al. (2014) found that by using HMDs potential car buyers were able to 

make meaningful suggestions for improving the design of car interiors. In a similar way, VR has been 

used in the clothing industry, allowing customers to try on clothes on virtual representations of their 

own bodies (Hauswiesner et al., 2011; Magnenat-Thalmann et al., 2011; Sun et al., 2015). Ruppert 

(2011) described how VR can be used to study shoppers' behavior when they have to choose between 

different types of packaging and layout in supermarkets. He suggested different types of product 

presentations so that they can be more easily identified by the target audience. Therefore, as argued 

by Lawson et al. (2016), VR can improve product design, standardization, production, and evaluation 

processes.  

 
 

5.5. Journalism and news 
 
VR opens up a whole new field which is immersive news presentation, usually referred to as 

"immersive journalism." However, it is important to stress that it is not journalism that is immersive, 

but the presentation of the outcome of journalism (i.e., the news) through immersive media that leads 

to the creation of a new type of media. In other words, immersive journalism is the production of news 

in a format in which people can gain first-person experiences of the events or situations described in 

the news (De la Peña et al., 2010). On the other hand, it should be emphasized that the goal of 

immersive journalism is not so much to present "what happened," but to give people an experiential, 

non-analytical view of events so that they have the illusion of being present at them. This presence 
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can lead to a different understanding of the events, perhaps an understanding that cannot be 

expressed well verbally, in writing, or in pictures.  

 
The first production of immersive journalism depicted a virtual prison in Guantanamo. It was created 

by the journalist Nonny De la Peña with the help of the artist Peggy Weil. Using the transcript of the 

interrogation of detainee 063, Mohammed Al Qahtani, at the Guantanamo Bay prison in 2002-2003 as 

a basis, an app was developed in which users, using HMDs, took on the role of the detainee (wearing 

the distinctive orange uniform) watching a harsh interrogation (De la Peña et al, 2010). All participants 

reported that although they sat comfortably, they felt uncomfortable. In fact, they had the feeling that 

they would be the next to be interrogated. De la Peña made other productions such as, "Hunger in Los 

Angeles" which was based on the real-life incident of a diabetic passing out in a line of people waiting 

to pick up food, and "Project Syria" which depicted the bomb blast in a Syrian city.  

 
Alternatively, instead of using graphics to reconstruct events, 360° videos can be used, which can then 

be viewed on HMDs. Arora (senior advisor and film producer at the United Nations) and Milk 

(Vrse.works) in "Waves of Grace" used this technique to recreate the true story of an Ebola survivor in 

Liberia. They also created "Clouds over Sidra," a documentary about a child refugee in the Syrian war. 

Jebb and Miller (Immersiv.ly) used 360° video to cover the unrest in Hong Kong and a self-guided 360° 

interactive experience of VR paintings. Finally, the New York Times and BBC are showing news stories 

with 360° videos.  

 
 

5.6. Health sciences 
 
The area of VR for surgical education has been thoroughly investigated (Alaraj et al., 2011). Indeed, 

there is a huge increase in research on the effectiveness of VR in terms of training for surgical 

procedures (Al-Kadi et al., 2012; Lorello et al., 2014; Zendejas et al., 2013), the transfer of this training 

to real-world settings (Buckley et al., 2014; Connolly et al., 2014), and other specialized applications 

(Arora et al., 2014; Jensen et al., 2014; Singh et al., 2014). Imaging the human body through an 

immersive perspective can provide an unprecedented understanding of its anatomy, and body 

processes in physiological and pathological states, and allows exploration of organs at micro- and 

macro-scale.  

 

Although there are studies that attempt to assess how useful VR can be for improving anatomy 

learning (e.g., Codd & Choudhury, 2011; Seixas-Mikelus et al., 2010), including studies suggesting that 

VR could replace the use of cadavers. Most systems so far use desktop VR. However, even non-

immersive 3D body models for studying anatomy seem to achieve good results. The most common 

uses of VR, so far, for surgical training are those for laparoscopic procedures (Seymour et al., 2002), 

ophthalmology (Jonas et al., 2003), and stent placement (Dawson, 2006).  

 
VR can provide training in many different scenarios involving the management of patient behavior 

(Cendan & Lok, 2012; Cook et al., 2010). For example, Kleinsmith et al. (2015) investigated empathy 

training with virtual patients, although only ethical problems were considered. Also, Pan et al. (2016) 

conducted an experiment with experienced and practicing physicians using HMDs, through which each 

physician had a dialogue with a virtual mother and her daughter, the former requesting antibiotics, 

even though the latter's illness was viral. Participants initially resisted this, but when the dummy 
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mother became angry and threatening, most participants eventually prescribed the antibiotics. Also, 

the results demonstrated that the more experienced the doctors were, and, at the same time, the 

stronger the sense of presence, the less likely they were to prescribe drugs that were not necessary.  

 

5.7. Social behavior, Proxemics 
 
Proxemics is the study of how people use the so-called "personal space" and what effects the 

concentration of individuals in space has on behavior, communication, and interpersonal relationships 

(Hall, 1969). Thus, an interesting question that arises is the extent to which similar findings can be 

made in VR, which would be an indication that VR could be useful in the study of social interaction.  

 
The truth is that there is no extensive literature on how VR can contribute in this area. In research 

using an application of immersive VR, it was found that people kept greater distances when 

encountering virtual representations of people compared to the distances they kept when 

encountering cylinders representing virtual people (Bailenson et al., 2001). It also appeared that 

participants kept greater distances from virtual people when the approach was frontal compared to 

when the approach was from behind, and greater distances when they were gazing at each other 

(Bailenson et al., 2003). Other studies have also indicated similar behaviors in virtual environments 

(e.g., Friedman et al., 2007; Wilcox et al., 2006). It should be emphasized that these findings are 

consistent with the findings of real-world studies, even though they involved virtual characters and no 

actual social interaction took place.  

 
Research has demonstrated that the distances people keep from virtual characters can be used as a 

predictor of aggression (McCall et al., 2009). In this study, the distance participants (who self-identified 

as white Caucasians) kept from two white or two black virtual characters was measured. Participants 

then engaged in a shooting game with these virtual characters as targets. It was found that there was 

a positive correlation between the distance maintained from the virtual black characters and the 

degree of aggression shown towards them. 

 
 

5.8. Body transformation  
 
VR may prove useful in neuroscience research (Blascovich et al., 2002). This is because studies that are 

impossible in reality for practical or ethical reasons are possible in VR (cf. Chapter "5.3. 

Authoritarianism, violence, dilemmas, racial and other biases"). Also, VR allows for exact repetition of 

experimental conditions; virtual characters performing certain actions in a scenario can repeat them 

as many times as desired. Thus, VR allows for control of both the internal and generalized power of 

experiments (Rovira et al., 2009). The ability to generalize results from the laboratory to real-world 

situations is important. This is because, as already mentioned, in many areas of the application of VR, 

presence leads to behavior that is quite similar to the behavior one would have in reality under 

approximately the same conditions.  

 
An interesting area in which VR allows experimentation is the transformation of the body. For example, 

how does the brain distinguish that a hand is part of a person's body and an object holding the hand is 

not? Based on common sense, one would think that the internal representation of the body is fixed, 

or at least something that changes slowly over time. However, experiments have demonstrated that 
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it is quite easy to shift the sense of ownership of the body to objects that are not part of the body, or 

to a radically transformed body so that the body's representation is something malleable. 

 
A classic experiment that demonstrates the validity of this view is called the "rubber hand illusion" 

(Botvinick & Cohen, 1998). In this experiment, the subject sits at a table on which a rubber hand is 

placed in parallel to their real hand, which is hidden behind a partition. The researcher lightly taps or 

strokes both the rubber hand and the hidden real hand of the subject at the same time. After about 

two minutes, two-thirds of the subjects, when asked to indicate which hand is touched, point to the 

rubber hand. This is because the brain tends to consolidate into one, two separate but simultaneous 

sensory inputs (in the above experiment, vision, the subject sees the rubber hand being touched feels 

that something is touching their real hand). Several other researchers have addressed these illusions 

to examine how the brain perceives the body (e.g., Blanke, 2012; Blanke et al., 2015; Ehrsson, 2012). 

 
The use of VR to transform the way the brain perceives the body was first carried out by Lanier in the 

late 1980s (Lanier, 2006, 2010). Lanier used the term "homuncular flexibility" to refer to the finding 

that the brain can adapt to different body configurations and learns how to manipulate an alien body 

by changing the relationship between localized and provided motion. Using VR, Slater et al. (2008), 

demonstrated that a virtual arm could be considered to belong to participants in a manner similar to 

the rubber arm illusion experiment. Ehrsson (2009) and Guterstam et al. (2011), using similar 

multisensory techniques, concluded that it is possible to give participants the illusion that virtual arms 

were embedded in their hands.  

 
In terms of body shape, Kilteni et al. (2012) argued that it is possible to create the illusion of ownership 

of an asymmetrical human body, where one arm is three times longer than the other (which 

participants tended to withdraw when threatened). Steptoe et al. (2013) demonstrated how people 

could adapt to having a tail using a CAVE system in which participants viewed their virtual bodies from 

behind. In fact, they learned to use their tail to avoid damage to their body.  

 
One of the most important advantages of VR compared to the use of plastic hands is that the virtual 

limbs or even the entire virtual body can be moved. Sanchez-Vives et al. (2010) exploited this to show 

that the illusion of ownership of a virtual arm can be induced by synchronizing real and virtual hand 

movements (visuomotor synchrony). The same can be done for the body as a whole. The term "virtual 

embodiment" (or simply embodiment) refers to the process of -representationally- replacing a 

person's body with a virtual one (even though it may not resemble the real body). Additional 

multisensory associations such as visual-haptic and visual-motor synchronization can be included to 

intensify the effect (Spanlang et al., 2014). Kokkinara and Slater (2014) concluded that when subjects 

view their virtual body from a first-person perspective (i.e., through the "eyes" of the virtual body), 

visual-motor synchrony is a more powerful motivator of the illusion of body ownership than visual-

haptic synchrony. Several others have addressed the technology required for virtual embodiment (e.g., 

Spanlang et al., 2013, 2014), studying the conditions that can lead to such body ownership illusions 

(e.g., Blom et al, 2014; Borland et al., 2013; González-Franco et al., 2013; Maselli & Slater, 2014; Pomes 

& Slater, 2013; Slater et al., 2009, 2010) and exploring the effects of distortions beyond the normal 

form of an individual's actual body (e.g., Kilteni et al., 2012; Slater et al., 2010; Steptoe et al., 2013).  

 
Also, the method of virtual embodiment has been used to give adults the experience of being children 

(Banakou et al., 2013). This has been found to affect the way individuals move (Kilteni et al., 2013) and 
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leads to size overestimation. Indeed, Van der Hoort et al. (2011) demonstrated that, when average-

sized adults had the illusion of body ownership with smaller or larger virtual bodies than their own, 

this led to changes in their perception of object sizes (in a small body, objects appeared larger to them, 

but also smaller in a large body). Banakou et al. (2013) replicated the same effect in an immersive VR 

application, showing that when the form of the virtual body represented that of a (four-year-old) child, 

the size overestimation was about twice as large as when the form of the virtual body was that of an 

adult.  

 
Yee and Bailenson (2007) introduced the term "Proteus effect" to describe how a person's digital self-

representation affects their attitude and behavior in virtual environments, but also their actual 

behavior outside of them. They concluded that embedding individuals in an avatar that had a face 

more attractive than their real one led them to move closer to someone in a collaborative virtual 

environment, compared to those participants whose avatar was judged to be less attractive. Similarly, 

embedding in taller avatars led to more aggressive behaviors than if embedded in shorter ones. The 

theoretical basis of the Proteus effect is the Self-perception Theory (Bem, 1972), which suggests that 

people form their attitudes by observing their own behaviors and the context in which they occur. 

 
 

5.9. Cultural heritage 
 
The ideal way to preserve cultural heritage is through physical protection, conservation, and 

restoration of sites. For years there has been research dealing with the digital capture and visualization 

of these sites, which can be implemented with VR applications (Rua & Alvito, 2011). The first and 

obvious use of VR in this area is to allow people to interactively explore such sites. This is no different 

from virtual travel/tourism, except for the nature of the attraction. Another type of application is to 

represent these sites as if they were fully restored, or as they were in the past, or under different 

conditions (such as different lighting). In a similar way, there could be applications that depict heritage 

sites in the future under different conditions, such as under different global warming scenarios. 

 
An example of a cultural heritage VR application is the tour of the ancient city of Miletus through a 

CAVE system (Gaitatzes et al., 2001). Other examples are the virtual tour of the monastery of Santa 

Maria de Ripoll in Catalonia, Spain (Callieri et al., 2011) and the digitization and rendering of 

Michelangelo's statue of David and various other statues and artifacts of ancient Rome (Levoy et al., 

2000). Carrozzino and Bergamasco (2010) stated that the reasons why the use of VR in museums may 

not have been researched in even greater depth are cost, the need to have a team of people from 

different disciplines working together, the space required to install VR systems, and the fact that 

visitors may not want to wear VR equipment. However, many of these problems have been solved in 

recent years with the advent of low-cost, high-quality HMDs. Yet, it is still true that a multidisciplinary 

team is required to create the environments (Dunn et al, 2012). In addition, the digitization of heritage 

sites requires a huge amount of data. For example, the previously mentioned statue of David required 

two billion polygons to construct. 

 
Sometimes a digital reconstruction is the only way to see a location. The ancient Egyptian temple of 

Kalabsha was moved from its original location to save it from the rising waters of the Nile. Sundstedt 

et al. (2004) digitally reconstructed it to depict it in its original location, and how it might have looked 

two millennia ago.  
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Webel et al. (2013) pointed out that expensive CAVE systems are not always suitable for busy 

environments such as museums. On the other hand, HMDs provide a more natural means of 

interaction and increase immersion considerably. A similar conclusion was reached by Kateros et al. 

(2015) in their review of the use of HMDs in cultural heritage, and Casu et al. (2015) who compared 

the display of artworks in the classroom through a non-immersive system and HMDs. There are, 

however, some issues to be tackled. For example, Loizides et al. (2014) compared powerwall (a system 

for projecting VR applications on a large screen) and HMDs for virtual visits to heritage sites in Cyprus. 

They found that participants appreciated both types of display especially the increased presence that 

HMDs elicited. However, the use of HMDs resulted in some participants experiencing symptoms of 

nausea (simulator sickness, cf. Chapter "2.2 Principles and operating elements of Head Mounted 

Displays").  

 
 

5.10. Cooperation, shared environments 
 
As presented in previous chapters, the virtual environment can be used by several people at the same 

time. In these cases, each participant is represented by a virtual body (also known as an "avatar") and 

can see the representations of others. Ideally, the avatars move through the virtual environment as 

the participants do, by tracking their movements. There are many technical issues involved in 

implementing such systems, such as how to distribute the application and synchronize participants 

(Steed & Oliveira, 2009). Probably the first published work involving how more than one person could 

exist in the same virtual environment was presented by Blanchard et al. (1990) and involved just two 

participants. Nowadays all VR systems now support this possibility (Tecchia et al., 2010). Indeed, there 

are platforms that support the simultaneous online presence of thousands of people, such as Second 

Life, although these are not fully immersive.  

 
Early research in this area focused on technical issues and on exploiting the potential of VR to improve 

remote collaboration (e.g., Koleva et al., 2001). Later work has focused on exploring social dynamics in 

shared virtual environments (e.g., Slater et al., 2000; Tromp et al., 1998). In general, researchers have 

found that dynamics are influenced, to a large extent, by the type of immersion. Steed et al. (2003), 

using a CAVE system, found that avatars play an important role, especially when they represent the 

participants' entire body. Other researchers have focused on interesting details of this type of 

communication, such as the shaking of virtual hands (Giannopoulos et al., 2011; Wang et al., 2011), 

gaze tracking (Steptoe et al, 2008, 2010), and whether participants in such communication react as in 

physical communication (Dodds et al., 2011; Pizarro et al., 2015). Indeed, touch, which is difficult to 

transfer (since one cannot "touch" avatars), has been the subject of a number of studies. Bourdin et 

al. (2013) created an application where participants could feel a vibration from a small vibrator placed 

on their shoulder when someone "touched" their avatar. Bailenson et al. (2007) conducted 

experiments using haptic virtual environments and demonstrated that touch helped to communicate 

emotions. Basdogan et al. (2000) using a haptic environment conducted a series of experiments and 

found that haptic feedback could convey critical information. Similarly, Kim et al. (2004) concluded 

that haptic feedback improved the sense of co-presence, i.e. that distant participants felt that they 

were together. 
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5.11. Travel and tourism 
 
The contribution of travel to the global economy is colossal. According to the World Travel and Tourism 

Council (World Travel and Tourism Council, 2015), travel and tourism generated $7.6 trillion in 2014. 

On the other hand, travel comes with significant costs (Reford & Leston, 2011) and has a fairly 

significant environmental footprint (Kampa & Castanas, 2008). Another problem is particularly related 

to business travel. These trips can disrupt both the business and the personal life of the traveler, 

causing physical and mental burnout (Jensen, 2014), but also bringing family conflicts (Gustafson, 

2012). Nevertheless, for businesses, face-to-face contact is considered essential. Even if they can be 

replaced by one of the various forms of video conferencing systems available, it has been suggested 

that these types of virtual meetings may even create more physical travel (Gustafson, 2012). Indeed, 

the interesting fact is that those who travel the most are the ones who participate in most video 

conferencing. Therefore, it is reasonable to ask the question of whether VR can be beneficial in this 

area, and whether it can replace leisure travel. 

 

Using VR it is possible that one may not need to physically go to a place to say that one has visited it. 

Indeed, with 360ο videos, someone sitting at home can navigate the streets of Hong Kong, visit the Taj 

Mahal, explore the Forbidden City in Beijing, or even see a landscape on Mars. Individuals can attend 

ceremonies from exotic places. These are obvious and much-discussed potential applications. The 

possibilities are limited only by the imagination and what technology can offer at a given moment. 

 
These are not all new ideas, as already for two decades people in the travel industry have been 

examining what has been called the "virtual threat to travel and tourism" (Cheong, 1995), arguing that 

the threat of VR becoming a substitute for travel is not unfounded and should not be ignored. VR offers 

particular advantages over actually visiting a site that could lead to the replacement of travel and 

tourism by VR. Among other things, (a) technology could eventually support the perfect "virtual 

experience" where the sun never stops shining or the snow is perfect, there are no annoying people 

around, (b) there is no stress and cost of travel, (c) the places that could be visited include those that 

are not easily accessible (Mars is an extreme example), (d) one could travel to the past or imaginary 

worlds, (e) people who cannot travel due to illness or disability will find it easy to do so, (f) there are 

no risks of tropical diseases and accidents, and (g) there is no environmental impact to the places 

visited. However, Cheong (1995) stated that VR is not a substantial threat, as presence and immersion 

are not a substitute for actually being in a place. For example, it is difficult in VR for one to interact 

with the locals and reproduce the complexity and randomness of the real world.  

 
 

5.12. Spatial representation and navigation 
 
VR can be useful in the study of spatial representation and spatial navigation. This is because VR can 

transport subjects to another space, which can be explored with or without movement. Spatial 

navigation is useful in various fields such as the restoration of spatial abilities after a neurological 

disorder or brain damage that affected this function, and even for the planning of a city. Since 

navigation in virtual space can activate the same brain mechanisms as navigation in the real world, 

spatial presence can be successfully reproduced (Brotons-Mas et al., 2006; Wirth et al., 2007). 
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Thus, navigation through VR has been found to provide a reasonably good method for studying the 

function of the hippocampus, which is the main brain structure that supports spatial representation 

(Gould et al., 2007). Navigation in virtual cities has been used to identify which parts of the brain are 

activated during the mental creation of a route (Hartley et al., 2003), as well as to identify problems in 

spatial cognitive functions in disorders such as depression (Gould et al., 2007), Alzheimer's disease 

(Cushman et al., 2008), after brain injury, and other neurological disorders (Bertella et al, 2001; Kober 

et al., 2013; Koenig et al., 2009). For example, using a virtual model of a city, active navigation helped 

stroke survivors regain some pathfinding ability (Claessen et al., 2015). In addition, practicing spatial 

ability in VR protects against age-related decline in hippocampal functions (Lovden et al., 2012). 

 
The study of the strategies people use for spatial navigation is another area where VR has been 

exploited (Rothman & Warren, 2006; Schnapp & Warren, 2007). However, there is concern about 

whether the techniques learned to navigate effectively in a virtual environment transfer to the real 

world. Darken and Goerger (1999) pointed out that while the use of VR seems to produce better results 

in terms of spatial knowledge acquisition, the knowledge and skills acquired often do not transfer to 

the real world. However, those who use VR simply to rehearse what they would later do in a real space, 

without relying on detailed cues, seemed to ultimately perform better (spatially). Ruddle et al. (1999) 

compared navigation between a desktop VR system and one based on HMDs with head motion 

tracking. They found that although there were no differences in performance between the two 

systems in terms of estimating distance traveled, users with HMDs stopped more often to look at the 

scene around them and were better able to estimate paths between two points. This difference 

between the two systems suggests that in immersive VR, body-centered perception improves the 

likelihood of transferring knowledge to a real-world situation. Ruddle et al. (2011, 2013) compared 

desktop VR, HMDs that did not allow participants to walk but only to look around, and HMDs that 

allowed participants to walk, and found that participants in the third group produced better mental 

maps. The conclusion from these studies was that simply placing someone in a virtual world to learn a 

particular environment can be effective, provided that the navigation involves active control by the 

participant. 

 
 

5.13. Psychology and treatment of diseases 
 
VR has been used extensively for psychological, or occupational therapy, and for the rehabilitation of 

various conditions. The first applications of VR in psychology appeared very early (e.g., North et al., 

1996; Lamson, 1997). In general, patients are navigated through virtual environments and perform 

specially designed tasks. For example, VR is widely used as an alternative form of exposure therapy, in 

which patients interact with harmless virtual representations of traumatic stimuli in order to reduce 

fear responses such as heights, public speaking (Parsons & Rizzo, 2008), flying, and confined spaces 

(Anderson et al., 2013). It has been found to be particularly effective in treating post-traumatic stress 

disorder (PTSD) (Rizzo et al., 2010), in helping people who have had a stroke or brain injury to regain 

muscle control (Reger et al, 2009), in treating disorders such as body dysmorphia, and in improving the 

social skills of people with autism (Kandalaft et al., 2012). In fact, to achieve better results, in many 

cases, immersive VR is used so that patients are isolated from external stimuli and become immersed 

in the virtual environment.  
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Unlike traditional cognitive behavioral therapy, VR-based therapy allows for the adaptation of the 

virtual environment, such as adding intensity-controlled odors, or adding and adjusting vibrations, and 

allowing experts the therapist to determine each patient's response levels. Therapists using VR-

exposure therapy, like those using in-vivo exposure therapy, can apply two approaches The first, 

named flooding, presents first those stimuli that cause the most distress. For soldiers who have 

developed PTSD, this might mean first exposing them to a scene where fellow soldiers are shot or 

wounded, followed by less stressful stimuli such as just the sounds of war. On the other hand, graded 

exposure, takes a more relaxed approach in which less distressing stimuli are introduced first. 

 
In any case, within the virtual environment, patients can safely interact with a representation of their 

phobia. However, a challenge for the effectiveness of exposure therapy is recreating the level of 

trauma that exists in real environments within a virtual environment. One way to overcome this is to 

create a realistic virtual environment and provide patients with a variety of sensory stimuli (Bush, 

2008). A typical example of such an application, widely used in the treatment of soldiers with PTSD, is 

Virtual Iraq, in which patients are navigated in a Humvee through the virtual representations of Iraq, 

Afghanistan, and the US. By safely exposing themselves to traumatic environments, patients reduce 

their anxiety. Its effectiveness is particularly high, as it is thought to treat approximately 75% of 

patients (Rizzo et al., 2014). VR exposure therapy is also used to treat specific phobias, especially 

phobias of animals such as spiders, which can be easily produced in a virtual environment (Parsons & 

Rizzo, 2008). Indeed, applications have been developed that can be used by patients (Haworth et al., 

2012). 

 
The term "virtual rehabilitation" refers to both physiotherapy and cognitive interventions (for 

example, for patients suffering from amnesia or attention deficit disorder). In this case, the patient's 

treatment is based largely or entirely on VR environments rather than on physical means. It has a 

number of advantages such as it is fun and therefore motivates the patient, it provides realistic 

environments, it provides ways of objectively measuring outcomes, it can be implemented remotely 

(for example, in the patient's home), the patients can "forget" that they are undergoing treatment and 

thus expresses themselves more "freely", and has reduced costs (Burdea, 2002). On the other hand, 

patients should be able to successfully project and experience their anxiety in a virtual environment. 

Unfortunately, this projection is highly subjective, individualized, and outside the therapists' control. 

This limitation can negatively impact treatment (Bush, 2008). Additionally, there is no guarantee that 

if patients successfully combat their phobia in a virtual environment, this means that the same will be 

true in real life. Furthermore, when treating more complex conditions such as schizophrenia, it is not 

certain that a patient's delusions can be fully transferred to the virtual world (Park et al., 2019). 

 
Applications of VR have also been developed to combat depression, especially in patients with 

mild/moderate symptoms. For example, in the game Sparx, users assume the role of a character who 

travels through a fictional world, "fighting" negative thoughts and, at the same time, they are taught 

techniques to manage their depression (Merry et al., 2012).  

 
VR has also been used to treat eating disorders and physical deformities. In one study, participants 

performed various tasks in virtual environments that included showing the effects of achieving the 

desired weight, comparing their actual body shape to an avatar created using their perceived body 

size, and changing a virtual reflection to match their actual body size (Marco et al., 2013). Similarly, 

there are examples, albeit very few, of the therapeutic benefits of VR for transgender individuals 
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experiencing gender dysphoria. Through the use of VR video games and chat rooms, those suffering 

from gender dysphoria can create avatars of themselves, interact anonymously, and work towards 

therapeutic goals (Brown, 2019). 

 
VR improves the social skills of young adults with autism. In one study, participants controlled an avatar 

in different virtual environments and performed various social tasks, such as interviewing, meeting 

new people, and addressing arguments. Researchers found that participants improved in the areas of 

emotional recognition and in examining other people's thoughts. Participants were surveyed months 

after the study about how effective they felt the treatment they followed was and the responses were 

overwhelmingly positive (Kandalaft et al., 2012). Similar results were achieved in school-aged children 

suffering from attention deficit hyperactivity disorder (ADHD). These children, subjected to a series of 

classroom cognitive therapy sessions, achieved the same management of their impulsivity and 

distraction symptoms as children receiving medication (Bioulac et al., 2018). Similar results were 

obtained in research that aimed to "teach" students with ADHD basic behaviors in the school 

environment (Fokides et al., 2019). 

 
Research has demonstrated that stroke patients have found beneficial VR-based rehabilitation 

techniques as part of their physiotherapy (De Rooij et al., 2016). A rehabilitation program includes 

high-intensity, repetitive and specific exercises, but can be physically demanding and require several 

days of training per week. Moreover, most cases produce only moderate and/or delayed results. In 

contrast, a physiotherapy regimen using VR provides the opportunity for individualization and adds a 

level of intrigue and engagement for the patient (De Rooij et al., 2016). In a related study, it was found 

that patients who used a VR application, in combination with a physiotherapy program, had greater 

improvement in walking speed than others who followed a conventional physiotherapy program (Kim 

et al., 2009).  

 
Similar effects have been observed in people with Parkinson's disease, improving their sense of 

balance, gait, daily activities, and cognitive functions (Corbetta et al., 2015). In terms of trauma and 

pain treatment, it has been observed that the more immersive the experiences are in a VR 

environment, the less time patients spend thinking about pain, anxiety, and symptoms of depression 

(Scapin et al., 2018). Unfortunately, there are not many studies that have examined the effect of VR 

on chronic pain. 
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learning 
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From the previous chapter, it became evident that VR is applicable to a wide range of sciences and 

activities. It is reasonable to assume that VR is an interesting educational tool. Furthermore, in Chapter 

"3. The main features of VR", it was demonstrated that immersion, presence, and interaction affect 

the user experience in virtual environments. Probably, these very same factors are the ones that give 

VR educational/learning value. It is these issues that are addressed below. 

 
 

6.1. Virtual Reality as a cognitive tool 
 
Learning tools enable learners to increase, extend, and enhance their cognitive abilities (Derry, 1990; 

Jonassen & Carr, 2000). For technology to be considered a learning tool, learning must occur with it, 

not from it (Jonassen, 1995). Indeed, it can be argued that VR does not cause learning in itself, but 

provides the capabilities and becomes the means by which learning will be induced (Dalgarno & Lee, 

2010; Dickey, 2005; Rueda et al, 2018).  

 
VR has found application in most learning domains and levels of education (Bellotti et al., 2010; 

Falloon, 2010), and has been successfully used in scientific fields such as mathematics and health 

sciences (Rizzo et al, 1997; Vaughan et al., 2016). Many studies on the educational applications of VR 

cite positive findings, such as increased engagement with the learning material (Bonde et al., 2014; 

Cheung et al., 2013; Huang et al., 2010; Thisgaard & Makransky, 2017), enjoyment (Ferracani et al., 

2014), increased motivation to learn, and knowledge retention (Huang et al., 2010). Furthermore, 

according to Hew and Cheung (2010), virtual environments influence users' moods and social 

interactions. Also, it has been found that VR is, in many cases, more effective, in terms of learning 

outcomes, compared to conventional teaching (Merchant et al., 2014). In addition, there are examples 

from universities and schools that have used VR applications alongside conventional teaching, 

demonstrating positive learning outcomes (e.g., Dalgarno et al., 2011; Petrakou, 2010). 

 

However, leaving aside the acquisition of knowledge through VR, a number of essential questions arise, 

such as what it is that leads to better outcomes using VR, or what characteristics/factors play a role in 

learning with VR. For example, many interpret outcomes in terms of direct and indirect learning 

experiences, for which the terms "first-person experiences" and "third-person experiences" are used 

respectively (Fokides & Atsikpasi, 2018). Although more on this topic will be discussed in Chapter "9.2. 

The fourth generation of educational computer use", at this point it should be mentioned that first-

person experiences come from the direct contact of the individual with the learning material, while 

third-person experiences are mediated by another medium, such as the teacher or a book.  

 
First-person experiences, due to their immediacy, lead to better learning outcomes (Fokides, 2017a). 

When first-person experiences cannot be acquired in the real world because the environments are not 

readily accessible and/or unsafe, then VR offers this possibility (Quinn & Lyons, 2013). It is speculated 

that the 3D objects present in a VR environment give the user a sense of the "real" (as opposed to their 

2D analogs), promoting the creation of diverse cognitive representations of the same object and 

facilitating the development of integrated mental models (Dede et al, 1999). How powerful first-

person experiences are in VR environments is a parameter that has not been studied in depth. 
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6.2. The educational potential of Virtual Reality 
 
The educational uses of VR are a broad field (see reviews by Abulrub et al., 2011; Freina & Ott, 2015; 

Merchant et al., 2014; Mikropoulos & Natsis, 2011). According to Mikropoulos and Natsis (2011), VR, 

with its specific characteristics and in combination with its potential, seems that it contributes to the 

creation of positive learning outcomes. 

 
As regards the concept of "potential," some further clarification should be provided. Among the first 

to speak of this term were Gibson (1979) and Salomon (1993), referring to those functional properties 

that determine the potential usefulness of an object or environment. In addition, educational 

capabilities, refer to those characteristics that an educational resource has that would potentially allow 

a particular learning behavior to be put into practice (Kirschner et al., 2004). Educational potential, 

from a technological perspective, means that technology influences instructional design in terms of 

use, compatibility, preparation, and continuous "upgrades" of the knowledge provided, which is 

controlled, adapted, and constructed, usually by teachers. Thus, it can be argued that the learning 

process is promoted through VR as it provides educational opportunities such as: 

▪ Investigation of situations that cannot be done in any other way, for example, simulation of 

complex systems, macroscopic and microscopic imaging, and simulation of dynamic events 

(Kalawsky, 1993). Furthermore, virtual environments often represent concepts that may be 

intangible in the real world and relate to activities beyond those that a student would experience 

in a classroom (Trindade et al., 2002). VR provides opportunities to solve problems faced by 

traditional teaching that are related to science (Mikropoulos & Natsis, 2011). Furthermore, thanks 

to the 3D visualization it provides, it helps teaching in cases where the actual representation of the 

content of a lesson is not possible. For example, when teaching electromagnetism, it is very 

difficult to describe abstract concepts such as the electric force as it is an invisible force acting at 

a distance or electromagnetic radiation penetrating physical space (Ilie et al., 2019). Another 

example concerns mathematics. Hwang and Hu (2013) suggested that the use of a collaborative 

virtual environment has advantages over traditional teaching in learning geometric concepts. 

Similarly, Roussou (2009) and Roussou et al. (2006) examined the results regarding the comparison 

of fractions using a "virtual playground" in a CAVE system. 

▪ Breaking the boundaries of reality. For example, applications can be built where gravity or the 

speed of light is varied (Dede et al., 1997). 

▪ Provide high-quality and compelling learning experiences (Sundar et al., 2013), to a wide 

population of learners who are not physically present in the same environment, due to either 

space or geographical constraints, extraordinary situations (Hutchins, 2003), costly or dangerous 

situations (Dalgarno & Lee, 2010). An example is virtual visits (Lin et al., 2013) and virtual tours 

(Çaliskan, 2011). 

▪ Developing users' creativity, while at the same time, it can help in research and material 

production (such as artistic expression, sharing projects, and instructor-student collaboration), i.e. 

pedagogical benefits that go beyond conventional tools (So & Lu, 2019). 

▪ Testing prior perceptions in virtual models (Pan et al., 2006). 

▪ Active participation in learning (Mikropoulos & Natsis, 2011). An example of this is surgical training. 

A related review highlights how VR is increasingly being used in neurosurgery training (Alaraj et 

al., 2011) and ideally in combination with a haptic interface (Müns et al., 2014).  

▪ Tailoring the material to the needs of the students (Lee & Wong, 2008).  
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▪ Elimination of student anxiety (Ilie et al., 2019), i.e. VR acts as a stress reliever for those who, when 

involved in an activity, are concerned about their performance and the opinion of others about 

their performance. 

▪ Encouraging teachers to use alternative ways of teaching (Pan et al., 2006). Bailenson et al. (2008) 

were concerned with the transmission of instruction rather than the content. They concluded that 

in a virtual classroom, it is possible to organize a collaborative virtual environment in which the 

learner is the center of attention. Moreover, virtual classmates could take on the role of the model 

student, with positive learning outcomes. Bailenson and Beall (2006) referred to this type of 

technique as "transformative social interaction." 

 
 

6.3. Factors in VR that influence learning 
 
Several characteristics (factors) are considered important for the experience one has in VR 

environments, however, three seem to play an important role, immersion, presence, and interaction, 

as presented in the previous chapter (see Chapter "3. The main characteristics of Virtual Reality"). 

These characteristics seem to play an important role in knowledge acquisition either in formal learning 

conditions (Dalgarno et al, 2011; Fokides & Zampouli, 2017; Skulmowski & Rey, 2018) or informal 

(Fokides & Atsikpasi, 2018; Petrakou, 2010). 

 
Other characteristics that influence a virtual experience have also emerged, as presented below. 

Indeed, almost - if not all - are included in many studies that utilize the Technology Acceptance Model 

(Davis et al., 1989), which attempts to explain people's intentions to use technological tools, as well as 

in models related to VR (Lee et al., 2010). 

 

Immersion and learning 

In a previous chapter (see Chapter "3.2. Immersion") it was demonstrated that the users' sense of 

immersion in a virtual environment depends on whether it is sensorilly complete, i.e. whether the 

information it provides to the participants simulates that of the real one. Indeed, when this is the case, 

users feel immersed in the experience of the virtual environment and as a consequence, there is a 

positive impact on learning (Mikropoulos, 2006; Mikropoulos & Bellou 2006), better learning outcomes 

are achieved, and higher performance compared to conventional teaching (Cheng et al., 2015; De Lucia 

et al., 2009). 

 
Furthermore, immersion in a virtual environment can enhance learning in three ways as (a) it provides 

multiple perspectives, (b) it contextualizes an environment and (c) it supports the transferability of the 

knowledge acquired (Dede, 2009). For example, haptic immersion supports user learning in a virtual 

environment, and, in particular, is more related to skill learning (Adams, 2004), such as during nursing 

training where familiarity with how to administer medication in an injectable form is essential (Worrall 

& Hutchinson, 2014). To achieve this, special VR gloves or controllers are used. Similarly, strategic 

immersion in a virtual world, which is intellectual in nature, helps to develop trainees' skills such as 

teamwork, communication, and decision-making (Adams, 2004; Ermi & Mayra, 2005), for example, in 

successfully managing a risk (Worrall & Hutchinson, 2014). Emotional immersion makes users become 

emotionally involved with the content of the virtual experience (Bjork & Holopainen, 2004), which can 

result in learning. In particular, within the virtual world, empathy can be cultivated in users, which 

improves their skills. For example, firefighters, when involved in a scenario where a person is trapped 
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somewhere, in addition to learning how to manage emergency situations, are also emotionally 

involved, and, as a result, there is a high probability that they will transfer this experience to real life 

(Engelbrecht et al, 2019). Another type of immersion that enhances learning in a virtual environment 

is narrative, as it has the property of "enveloping" learners in the story plot (Adams, 2004). An example 

is when users experience the virtual experience very vividly, thanks to the narrative and engagement 

with the characters, with a positive impact on cognitive outcomes (Worrall & Hutchinson, 2014). 

 
Presence and learning 

In a previous chapter (see Chapter "3.3. Presence"), the concept of presence was clarified as the users' 

subjective sense of being in a virtual environment, having the illusion of non-mediation (Bulu, 2012). 

That is, the sense of presence in a VR experience makes users have the illusion that there is nothing 

interfering between them and the experience (especially when HMDs, controllers, and input/output 

devices are used), that they are experiencing something real. As a result, virtual environments create 

experiential experiences for users, (due to the sense of presence), resulting in learning (e.g., Bulu, 

2012; Lee et al., 2010). The stronger the sense of presence in users, the better the learning outcomes 

achieved (Rupp et al., 2019). 

 
One of the types of presence that seems to affect learning outcomes is social presence. It involves the 

interaction of participants with (artificial) social characters that look like real people or with 

representations of other people (avatars) that have been connected to the same virtual environment 

(Lee, 2004). Indeed, these characters can also be created through artificial intelligence for training 

professionals on skills such as decision-making and action in emergency situations (Sharma et al, 2017). 

Furthermore, Greenwald et al. (2017) also concluded that co-existing and sharing the same space with 

other individuals can benefit their training and education. It is worth noting that the social presence 

one feels in VR is also related to the dual concept of synchronicity (Dennis & Valacich, 1999). On the 

one hand, it concerns the learners, who all participate together in the same activity, with the same 

content, and, on the other hand, synchronicity concerns the media itself, i.e. creating the impression 

that they are all working on a topic together, with common goals (Carlson & George, 2004). 

 
Furthermore, it has been found that spatial experiences in virtual environments can have a positive 

effect on the knowledge that is transferred and applied in the real world (Choi & Hannafin, 1995). In 

VR this is because participants feel that they exist in an environment that feels real (Schubert et al., 

2001). Similarly, Schultze (2010) considered that the higher the spatial presence users feel, the more 

they are absorbed and emotionally engaged with the virtual environment. For example, to raise 

awareness of deforestation among students, reading a brochure with information may not "convince" 

them the same, compared to the experience where tree cutting is simulated (Ahn et al., 2014). 

Similarly, when individuals see a traffic accident or near miss in a virtual world, they are sensitized, and 

emotional reactions are triggered, resulting in a positive effect on their learning about road behavior 

(Sheridan, 2016). Thus, strong emotions (Diemer et al, 2015) and corresponding emotional experiences 

can lead to the formation of more detailed memories (Adelman & Estes, 2013), where the experience 

is converted into knowledge and transferred to long-term memory. At the same time, spatial presence 

encourages students to actively interact with the (virtual) environment and reduces the cognitive 

effort of processing information in the environment. It could be argued that the above makes learners 

reach the point of acting intuitively, without thinking before acting (in a natural way). 
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However, when participants feel self-present (being alone) in a virtual environment, lower learning 

outcomes were achieved compared to those achieved by social presence (Selverian & Hwang, 2003). 

However, some caution is needed, as an increased sense of presence has been found to result in high 

cognitive load and impaired learning (Makransky et al, 2017). Therefore, there needs to be some 

balance between knowledge and sense of presence to ultimately result in benefit to learners. 

 
Interaction and learning 

Interaction in a virtual environment, as highlighted in a previous chapter (see Chapter "3.4. 

Interaction"), is the -as natural as possible- communication and connection between users and the 

virtual environment (Burdea & Coiffet, 2003). When users engage in interactive learning systems with 

3D virtual objects, they move from being passive observers to active thinkers (Trindade et al, 2002). It 

seems that this feature of VR plays a role in users' learning, as it creates interactive and experiential 

learning experiences, which contrast with the -usually- passive learning of traditional teaching (Cheung 

et al., 2013; Ferracani et al., 2014; Zhou et al., 2018). 

 
Two main types of interaction are implemented in VR. The first type is the active interaction induced 

by users towards the system with controllers that allow them to select an object or trigger a sequence 

of events (Ferguson et al., 2020). The second type is embodied interaction, which enables one's 

(physical) body to interact with the virtual environment, for example, with gestures (Hartson & Pyla, 

2012). The latter type of interaction will be discussed in a later chapter, as it is more relevant to fully 

immersive VR (cf. Chapter "7. Fully Immersive Virtual Reality and learning"). Regarding active 

interaction, it is worth noting that users who freely and actively navigate a virtual space are positively 

affected, as their cognitive interest increases, coupled with the sense of presence they feel (Ferguson 

et al, 2020).  

 
However, beyond free browsing in a virtual environment, it has been found that guiding learners 

during an intervention can also yield good learning outcomes (Topu & Goktas, 2019). In particular, 

passive interaction, for example, a guided tour, was found to increase the effectiveness of learning 

more in terms of recall and retention of knowledge (Ferguson et al., 2020), compared to active 

interaction. The question arises as to whether the teacher wishes to produce material that implements 

free browsing or whether to opt for a more guided approach. In this dilemma, selective (where 

appropriate) learner support would probably provide the solution (Shute et al., 2017). 

 
Other factors affecting learning in the VR 

In addition to the above factors, the following factors can be mentioned for which there has been 

increased research interest regarding learning in virtual environments (Sekhar et al., 2018): 

▪ Engagement. Engagement, as a term, has been associated with the direct user-material 

connection, which can also be described as a dependency relationship (McMahan, 2003), as well 

as emotional engagement with a particular object or product (Mollen & Wilson, 2010). It could be 

said that engagement is associated with active, purposeful, flexible, and constructive interactions 

with social and physical environments (Furrer & Skinner, 2003). Engagement in virtual 

environments refers to the state in which individuals actively engage with the material in ways 

that are new to them (Trindade et al., 2002). There appears to be a direct relationship between 

interaction and engagement, as there is increased engagement of participants in kinesthetic 

learning environments (Lindgren et al, 2016). Furthermore, according to Antonacci and Modaress 
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(2005), a virtual environment can increase user engagement and as a consequence, they can 

develop higher-level cognitive skills such as analysis, evaluation, and problem-solving. 

▪ Realism. From a technical point of view, the realism of an application varies depending on how 

detailed the virtual objects are and, in general, how much their behavior resembles the real ones. 

It is also considered a subjective characteristic, as individuals perceive it differently. Furthermore, 

it plays an important role in users' experience and learning when engaging with virtual 

environments (Dalgarno & Lee, 2010; Lee et al., 2010); essentially, 3D representations facilitate 

users' learning (Harrington, 2012). 

▪ Ease of use. Ease of use is also an important factor that influences whether individuals accept the 

use of a technological tool (Davis et al., 1989). Key elements that a virtual environment should 

have in order to be classified as easy to use are easy identification of the topic, clear instructions, 

and easy handling by users (Fokides, 2017b). Furthermore, ease of use and immersion -in 

combination- can positively influence learners perceived cognitive functions in virtual worlds 

(Chen, 2016). 

▪ Usefulness. Usefulness, in this case, is the perception users have that the technological tool they 

use facilitates their learning. Similarly, in the case of VR, it is the extent to which individuals believe 

that virtual environments facilitate the learning process and enhance their productivity and 

performance, compared to other teaching methods (Fokides & Atsikpasi, 2018). It is worth 

mentioning that, for a virtual world to be considered useful by users, it should provide them with 

features such as ease of use, but also the feeling of enjoyment (Tokel & İsler, 2015). In terms of 

the effect of usefulness on learning, it has been found to influence cognitive outcomes when ICT 

tools are used (Hong & Tam, 2006), including VR (Fokides, 2017b), being primarily related to skill 

learning (Lee et al., 2010).  

▪ Enjoyment. Studies have demonstrated that positive emotions contribute significantly to 

knowledge acquisition (Gulikers et al., 2005; Park et al., 2015). The negative or positive mood of 

users hinders or, respectively, promotes learning (Brand et al., 2007). In fact, having a negative 

mood, users put more effort into performing a task that requires cognitive processing. In line with 

other technological tools, the fun, and, more generally, the pleasure felt by users in a virtual 

environment can be determined by the extent to which they consider their experience a pleasant 

one (Ducoffe, 1996). For example, playful features in a virtual environment can lead to increased 

levels of fun and enjoyment, and, in turn, increased motivation to learn or acquire knowledge 

(Fokides & Zampouli, 2017; McLellan, 2004). 

▪ Motivation for learning. Modern cognitive theories view motivation for learning as a non-static 

feature, but as an intrinsically unstable element that is sensitive to the way the content is 

presented (Linnenbrink & Pintrich, 2002). Researchers believe that the 3D representation of 

objects in VR, the interaction of participants with the objects, and the increased control users have 

over what they choose to see, can influence motivation and, therefore, learning (Fokides, 2017a; 

Fokides & Zampouli, 2017; McLellan, 2004). It has also been found that 3D learning environments 

can increase learners' motivation and engagement, much more so than 2D environments (Limniou 

et al, 2008). For example, research has indicated that VR promotes learners' motivation and 

interest in learning 3D Animation (Ho et al., 2019). 
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Chapter 7. Fully Immersive 
Virtual Reality and learning 
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The key features/factors of VR were found to influence learning outcomes (see Chapter "6. Virtual 

Reality and learning"). These factors are present in fully immersive VR as well, but in this case, they are 

more intense and have a greater influence on users. The reason lies in the nature of the medium used, 

since, based on the taxonomy adopted, fully immersive VR results from the use of 6DoF HMDs.  

 
In general, studies have looked at whether fully immersive VR can bring about positive learning 

outcomes in a variety of subjects and at all levels of education, but also whether it can be used to 

develop specialized skills, for example in robotic surgery (Bric et al, 2016). It could be argued that there 

is a growing research interest in the educational use of fully immersive VR, as in recent years, the 

following, among others, have been considered (Muhanna, 2015; Papadakis et al., 2011; Shaw, 

Wünsche, Lutteroth, Marks, Buckley, & Corballis, 2015; Slater et al., 2007): 

▪ The creation or not of positive experiences. 

▪ The effectiveness of learning. 

▪ The degree of the sense of immersion. 

▪ The degree of the sense of presence. 

▪ The degree of sense of embodiment. 

▪ The degree of enjoyment and motivation. 

▪ Minimizing latency. 

▪ Intuitive interaction with the virtual environment. 

▪ The degree to which the individual's perceptual awareness of the virtual environment is affected. 

 
With 6DoF HMDs, users are free from external distractions and fully immersed in the virtual 

environment (Falah et al., 2014). Indeed, a number of studies have confirmed that with HMDs the 

immersion (and presence) experienced by users is increased (McKenzie et al., 2019; Passig et al., 2016; 

Rupp et al., 2016). Immersion, along with rich audiovisual stimuli, ultimately provides users with 

unique experiences that are superior to other types of VR, and to conventional instruction (Fowler, 

2015; Freina & Ott, 2015; Olmos et al, 2018). For example, research on teaching engineering subjects 

compared traditional teaching with two immersive learning environments (Alhalabi, 2016). The results 

indicated that participants learned more about astronomy, transportation, and networks with 

immersive VR compared to traditional teaching. Similar results were obtained by Webster's (2016) 

research comparing lecturing with fully immersive VR in terms of acquiring knowledge about 

Environmental Education and soil erosion. It seemed participants learned more about the theory, 

principles, and erosion prevention with fully immersive VR compared to just lecturing. 

 
In fully immersive VR, in addition to immersion, there is also a sense of presence (Falah et al., 2014). 

As a result, there is more engagement with the learning material, better recall of information, and 

increased awareness of the virtual space (Papadakis et al., 2011). In addition, for users who feel that 

they are in a virtual space that involves skill acquisition, there is a likelihood that they will transfer what 

they have learned to the real world (Ahn et al., 2014). 

 
The truth is, however, that there is no clear link between presence and learning outcomes in fully 

immersive VR environments. For example, Moreno and Mayer (2002) compared the effects of using 

fully immersive VR environments with desktop VR to teach about botany. The researchers found that 

fully immersive VR did not increase learning, but increased the sense of presence. Similarly, another 

study of medical students found that no better learning outcomes were achieved in the neuroanatomy 
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course when using HMDs, 3D videos, and when interacting with a 3D model of the human brain, 

compared to reading books on the Internet for the same amount of time (Stepan et al., 2017). 

 
Makransky et al. (2017) concluded that although fully immersive VR led to a greater sense of presence, 

the cognitive effects were not particularly good, due to the increased cognitive load it caused in users. 

It seemed that their research was in agreement with others that measured cognitive overload due to 

fully immersive VR (Gerjets et al., 2014; Mills et al., 2017). 

 
Furthermore, Makransky and Lilleholt (2018), examined whether there are differences between fully 

immersive VR and desktop VR and whether different levels of immersion in a virtual world affect 

learning outcomes. The sample consisted of students and two questionnaires were administered (the 

first explored prior knowledge and the second explored factors that influence learning). It appeared 

that the users preferred to use fully immersive VR more than the desktop VR and the factors found to 

play a greater role in learning were presence and motivation. Again, however, there were no different 

results at the cognitive level. 

 
North and North (2016) investigated the factors that contribute to increasing the sense of presence in 

traditional and fully immersive VR environments. They conducted two experiments involving flight 

simulation. The analysis indicated a statistically significant difference regarding participants' sense of 

presence between the two environments. Specifically, they had a higher sense of presence with fully 

immersive VR compared to the traditional method, which led to a richer learning experience through 

fully immersive VR. However, learning outcomes were not different between the two environments. 

 
Apart from the fact that most types of interaction that affect learning in VR also affect learning in fully 

immersive VR, one type of interaction that has a particular impact on learning outcomes in the latter 

case is embodied interaction. 

 
The theory of embodied knowledge argues that knowledge (meaning high-level mental structures such 

as concepts, but also performance in various cognitive tasks such as conceptual understanding or 

critical thinking) is acquired/formed through body actions (involving the motor and perceptual system, 

but also bodily interactions with the environment) (Wilson & Foglia, 2011). This is because when 

activities and processes are carried out with the body, the conceptual basis on which new knowledge 

is constructed is provided (Lindgren et al., 2016). According to this theory, when individuals engage 

with tangible-physical objects, the way they think about them is affected (Lakoff & Johnson, 1999; 

Lakoff & Núñez, 2000). Embodied interaction relates to the haptic interaction created between users 

and objects (e.g., controllers or electronic pens) in which haptic feedback has been included (Ishii & 

Ullmer, 1997).  

 
Thus, it can be assumed that good learning outcomes are achieved in a fully immersive VR system, 

thanks to the embodied interaction of users with the virtual environment. Indeed, it was found that 

physical activity improves learning outcomes (Skulmowski & Rey, 2018), i.e. the interaction of the 

virtual system with one's whole body and the multimodality provided by a virtual environment can 

increase learning (Dalgarno & Lee, 2010; Fowler, 2015). Embodied interaction appears to 

simultaneously enhance engagement and learning in virtual environments (Lindgren et al., 2016), 

highlighting the direct relationship between action and learning (Wilson & Foglia, 2011). Physical 

interaction with virtual objects improves reading and writing, memorization (Kiefer & Trumpp, 2012), 
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comprehension of abstract concepts (Atmatzidou & Demetriadis, 2016), as well as concepts belonging 

to "difficult" cognitive domains, such as mathematics and science (Manches et al., 2010). Thus, 

embodied interaction in a fully immersive VR environment transforms learning activities into action 

and immersive learning experiences for users (Lindgren & Johnson-Glenberg, 2013; Johnson-Glenberg, 

2017, 2019; Johnson-Glenberg et al., 2014; Skulmowski & Rey, 2018). 

 
On the other hand, it has been argued that high embodied interaction in an immersive virtual 

environment does not necessarily guarantee higher learning outcomes, compared to an approach that 

provides a lower level of physical engagement (Skulmowski et al, 2016; Tran et al., 2017). It appears 

that during an activity with increased embodied interaction, a high cognitive load is created for users, 

which may hinder embodied learning (Ruiter et al., 2015; Skulmowski et al., 2016). Perhaps embodied 

interaction is successful in activities that are not particularly complex (Song et al., 2014), for example, 

simple movement patterns for learning to dance (Warburton et al., 2013). 

 
Research indicated that poor app development or poor-quality HMDs (e.g., poor focus), that negative 

effects (e.g., visual distractions and simulator sickness) are caused (Duchowski et al., 2014). For 

example, in a study that examined the gaming experience with and without HMDs, it appeared that 

most participants felt higher levels of simulator sickness during the process of playing with HMDs (Tan 

et al, 2015). Similar conclusions were reached by another study (Carnegie & Rhee, 2015). It should be 

noted that the annoyances of using HMDs can be minimized, as they depend on manufacturing 

characteristics, such as the type of HMDs used and the quality of the respective application (Porcino 

et al., 2017). 

 
It has also been found that when HMDs are perceived as difficult to use, then the learning objectives 

(either in terms of knowledge or skills) are not achieved. For example, in a study on engineering (Ritter 

et al., 2018), users did not learn much with HMDs because the devices' cables combined with the low 

sound made them difficult to use. In contrast, they seemed to learn more with desktop VR because 

they found it easy enough to use. Moreover, usability seems to play an important role, as a difficult 

interface forces the user to put more effort into navigating and understanding the system, interrupting 

the flow of their experience (Glaser & Schmidt, 2018). 

 
Furthermore, the role of immersion and presence may be negative either because of the lack of user 

concentration (Karageorgakis & Nisiforou, 2018; McKenzie et al., 2019) or because users themselves 

placed more importance on the novelty of the experience, without being so interested in the content 

(Rupp et al., 2016). This means that ways need to be found for users to engage with both the 

environment and content. Contradictory results were also found in studies that examined the levels of 

collaboration between participants. Although increased levels of teamwork were reported (Sun et al., 

2018), several problems were also reported (Karageorgakis & Nisiforou, 2018). 

 
In addition, it is worth noting that fully immersive VR applications take many hours to build. This, 

perhaps, may deter teachers from using these technologies in the future (Fokides, 2017b; Fokides & 

Zampouli, 2017). Furthermore, the high cost of purchasing HMDs is a consideration, although in recent 

years, these have become much more affordable to the average user. As the technology gradually 

becomes more accessible to the general public and the software responds more accurately to human 

interaction, the experience in fully immersive VR applications will become increasingly satisfying. 

Consequently, reduced costs and technological innovation will remove barriers to its adoption. 
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This chapter attempts to link and synthesize what has been analyzed in the previous chapters. The 

purpose is to highlight a new term, that of the fully immersive digital learning experience (FIDLE). 

 
 

8.1. Summary of the previous chapters 
 
When examining a subject, whether at a theoretical or practical level, it is important to take into 

account, if not all, at least the most important elements that shape it. This has been attempted for VR. 

The conclusion is that it is a technology that can offer rich user experiences. It was found that these 

experiences are significantly influenced by immersion, presence, and interaction, with the latter being 

instrumental to the other two factors. Immersion was considered more of a technical characteristic 

and is about how complete is the sensory information provided to the user by the virtual environment; 

the greater its similarity to the real world, the more immersed users feel. Presence is more of a 

subjective phenomenon, as it is about how much users feel that "they are" in a virtual environment 

and have the illusion of non-mediation. Interaction is about the natural communication and 

connection between users and the virtual environment.  

 
Regarding the educational uses of VR, it was found that it offers possibilities that go beyond those of 

other digital tools, such as exploring situations that are not possible in any other way, breaking the 

boundaries of reality, providing high-quality and convincing learning experiences, developing 

creativity, testing preconceptions, active participation in learning, adapting the material to the needs 

of students, eliminating their anxiety, and encouraging teachers for alternative ways of teaching. It 

was also found that learning in virtual environments, in addition to immersion, presence, and 

interaction, is influenced by the engagement, realism, ease of use, usefulness, enjoyment, and 

motivation offered by VR. 

 
Out of all the technologies that fall under the umbrella of VR, HMDs are of interest, as they can offer 

fully immersive experiences (and thus, implement what is called fully immersive VR). Apart from the 

fact that HMDs cut off users from the external environment, so that the audiovisual stimuli they receive 

come only from them, the degree of immersion they achieve depends on a fairly significant number of 

technical features, such as motion tracking, degrees of freedom, type of controls, field of view, screen 

resolution, refresh rate, visual calibration, and low response time.  

 

Fully immersive VR, resulting from the use of HMDs, seems to have a lot to offer in learning. This is 

mainly due to immersion, presence, enjoyment, and engagement.  

 

8.2. Defining Fully Immersive Digital Learning Experience 
 
Often, in the text, reference was made to the fact that VR offers rich user experiences. These are digital 

experiences since the tools used by VR are technological/digital. But how exactly is a digital experience 

defined? 

 

It could be argued that the term "digital experience" is synonymous with the term "user experience," 

since any experience that takes place on the Internet, through software, or a digital device is, at its 

core, a digital experience (Lee et al., 2018). Indeed, what experiences individuals have when using 

digital media and what constitutes a "good" experience have been of concern to researchers from 
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early on (e.g., Forlizzi & Battarbee, 2004; Hassenzahl & Tractinsky, 2006; Wright et al., 2004). 

Unfortunately, there is no commonly accepted definition of this concept. This is because the concepts 

with which it is associated, such as fun, pleasure, surprise, and intimacy, are subjective. Moreover, 

researchers tend to constantly add other attributes, resulting in an ever-increasing complexity of the 

relationships between them (Cockton, 2006). In general, it refers to what the user experiences from a 

(digital) product or (digital) service used to achieve a specific goal (Agiledrop, 2020) and what emotions 

are generated (Biondi et al., 2015; Kamstrupp, 2016; McIntosh & Wright, 2019).  

 
However, it is possible that there is no "use" (in the absolute sense of the word) of a digital artifact 

(tangible or intangible). For example, one can simply watch a movie or video on YouTube or listen to 

music on one's computer. In other words, users may be passive receivers. It goes without saying that 

a person would have to start a program to implement the above. So, there is some use of software or 

hardware, but it is brief; for the most part, the passive dimension prevails, but it is still digital since it 

comes from a digital medium. It would therefore be better to adopt the view that the digital experience 

is a superset of the (digital) user experience.  

 
In terms of what would qualify as a positive digital experience, it could be argued that it is: 

The very positive impressions and emotions that people get when dealing with intangible or tangible 

digital artifacts. 

 
A positive digital experience includes three very basic characteristics (Seasia Infotech, n. d.): 

▪ Excellent design. Users should be convinced of what is provided/presented to them. For example, 

a VR application should provide fidelity, verisimilitude, and very good graphics. 

▪ Excellent functionality. Any construction/functional problems are bound to ruin the user 

experience. 

▪ Custom content. It is important that content is adapted to the needs and requirements of users. 

For example, if it is a digital game, it could be possible to configure the "player" (profile and avatar 

creation), or the difficulty level of the track, or to enable/disable various features.  

 
By analogy with the digital experience, can it be said that the learning experience also exists, and if so, 

on what factors does it depend? 

 
The truth is that the term "learning experience" is not new and refers to any course, program, or other 

activity through which someone learns something (The Glossary of Education Reform, 2013). Indeed, 

because the above definition implies that individuals learn through a variety of situations and ways, 

the use of the term "learning experience" is preferred to the term "course," since it has a relatively 

limited meaning and/or conventional connotation. In addition, the increasing use of the term "learning 

experience" by the educational and scientific community reflects the changes that have occurred in 

the way individuals are educated, due to significant pedagogical changes, but more importantly, due 

to technological developments. Essentially, it shows the need for a renewal of perceptions of how, 

when, and where learning takes place (Entwistle & Ramsden, 2015). 

 
On the other hand, the above definition of the learning experience, while it informs about the ways 

(...any lesson, program or other activity) and about the end result (...someone learns something), it 

does not inform about what is involved and what happens on the side of the recipient, i.e., the one 

who learns (beyond the fact that they learned something). Thus, drawing from Experiential Learning 
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Theory, it could be argued that learning is a process in which experience acquisition, thinking, and 

action are involved (Kolb, 1984; Kolb & Kolb, 2009).  

 
However, even if the above is included in the definition of learning experience, it still does not take 

into account what the learner feels (in contrast to the definition of digital experience given above). 

Indeed, others have also stressed the importance of emotions during learning. For example, Moon 

(2013), considered that emotions are related to learning since (a) they influence the construction of 

knowledge, (b) they influence the learning process, and (c) they can further promote the learning 

process. Not only that, but positive emotions lead students to engage more actively in learning 

activities, increase their motivation to learn (Artino, 2012; Weissberg et al., 2015), their efficiency and 

enjoyment (Briscoe, 2012; Kohn, 2004), their engagement with the subject matter (Rowe et al., 2015), 

and their degree of satisfaction (Vacharkulksemsuk & Fredrickson, 2013).  

 
Considering the above, the learning experience is: 

The mental state that results from the interaction of the learner with any form of learning material. It 

is the combined result of the actions, experiences, and emotions caused by this interaction. The 

(desired) end result is the acquisition of knowledge, and/or experience, and/or skills, and/or attitudes. 

 

Similarly, a positive learning experience is considered to be: 

The mental state in which the learner actively interacts with the cognitive material, having experiences 

that could be considered "unique", while at the same time feeling positive emotions. The above results 

in the acquisition of knowledge, and/or experience, and/or skills, and/or attitudes. 

 
It was mentioned above that technology has had a significant impact on users' learning experiences, 

as it has multiplied and diversified the ways they can learn and interact with learning materials. Indeed, 

students have at their disposal multimedia applications, digital educational games, and realistic virtual 

experiences, they can exchange emails, and chat with teachers or peers. Moreover, thanks to 

technology, they can learn at their own pace, with or without instruction or supervision. All these are 

technology-enhanced learning experiences and are created by technology alone.  

 
Considering the ever-increasing digital character of learning experiences, the terms "learning 

experience" and "digital experience" could -potentially- be unified into a new term, something that 

could be called "digital learning experience" (DLE). In other words, the two strands that constitute DLE 

create a new kind of experience, combining everything that the user wants and expects from a digital 

environment that aims to teach something. That is, to learn in an active way, create positive emotions, 

and live a unique experience, in a digital environment with an excellent design, without glitches, in 

which they can adapt the content according to their needs. 

 
Thus, the DLE could be defined as: 

The mental state that results from the learner's interaction with any form of digital learning material. 

It is the combined result of the actions undertaken by the individuals, the experiences they have, and 

the emotions evoked by this interaction, and is directly dependent on the design, functionality, and 

adaptability of the digital learning material. The (desired) end result is the acquisition of knowledge, 

and/or experience, and/or skills, and/or attitudes.  
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The positive DLE could be defined as follows:  

A positive digital learning experience is the fusion of the learning and digital experience characterized 

by the excellent design, excellent functionality, and adaptability of the digital learning material, the 

active participation of the learner, and the positive emotions and experiences that the learner feels or 

experiences. The above, results in the acquisition of knowledge, and/or experience, and/or skills, and/or 

attitudes. 

 
Moving DLE into the context of VR, the elements of immersion, presence, and interaction should be 

included since these were considered to be its key characteristics. In fact, the same factors are present 

to a greater extent and intensity in fully immersive VR. Therefore, in fully immersive VR, DLE can be 

transformed into a "fully immersive digital learning experience" (FIDE) (Figure 32). 

 

 
Figure 32. The fully immersive digital learning experience 

 

Thus, the FIDE could be defined as: 

The mental state that results from the interaction of the learner with any form of learning material 

offered by media belonging to fully immersive Virtual Reality. It is the combined result of the actions 

undertaken by the individuals, the experiences they have, and the emotions evoked. It depends directly 

on the design, functionality, and adaptability of the digital learning material, as well as on the degree 

of immersion, presence, and interaction it offers. The (desired) end result is the acquisition of 

knowledge, and/or experience, and/or skills, and/or attitudes.  

 

Corresponding to the previous definitions:  

The positive fully immersive digital learning experience is the fusion of the learning and digital 

experience offered by media belonging to fully immersive Virtual Reality. It is characterized by the 
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excellent design, excellent functionality, and adaptability of the digital learning material, the active 

action/participation of the learner, the positive emotions and experiences that the learner feels or 

experiences under the influence of the high degree of immersion in the content/application, the strong 

sense of presence felt, and the high degree of interaction with the digital medium. The above, results 

in the acquisition of knowledge, and/or experience, and/or skills, and/or attitudes. 

 

8.3. Factors affecting FIDLE 
 

In the previous section, an attempt was made to define FIDLE. What arises, as a legitimate question, is 

how it can be examined. To this end, research related to this topic, i.e., research on VR or fully 

immersive VR in relation to learning, was searched in repositories of scientific publications. A key 

requirement was that these studies utilized questionnaires and scales that examined some or all of the 

dimensions of fully immersive VR as summarized in Figure 32. All possible combinations of the 

following keywords were used: virtual reality, HMD(s), scale(s), questionnaire(s), learning, education, 

and student(s).  

 
After a sufficient number of such studies (over 150) were retrieved, the questionnaires/scales they 

used (in case they were not included in the article) were searched. Where the researchers used 

adapted questionnaires, i.e., questionnaires that were about another technology, but the researchers 

adapted them to address issues related to VR or immersive VR, the originals were searched. 

 
It was found that the surveys utilized 61 unique questionnaires (several surveys used the same original 

questionnaires), examining 22 constructs (Table 4), with a total of 164 factors (Table 5). The concept 

with the most factors used was Experience (n = 73), followed by Presence (n = 38), Immersion (n = 18), 

Flow (n = 18, which several researchers included as part of Presence or Immersion), and Satisfaction 

(n = 14 each). Tables 6 to 11 detail the factors by concept. The most frequently occurring factor was 

Presence (n = 17, including its various variants), followed by Control (n = 10), Immersion (n = 7), 

Attention, Satisfaction, Goals, Feedback, Involvement, and Affect (positive or negative) (n = 5 all).  

 
Table 4. Concepts addressed by the questionnaires 

Concept/Construct 

Experience Self-efficacy Hedonic and pragmatic 
quality 

Presence Usability Emotions 
Immersion reality judgment Absorption 
Motivation Affect Beliefs 

Flow Anxiety Empathy 
Engagement Interest Learning impact 
Satisfaction cognitive load Enjoyment 

  Simulator sickness 

 
Table 5. Frequency of occurrence of factors in the questionnaires 

Agent  n  Agent n  Agent n  Agent n 

Presence 2 

17 

 
Confidence 2 

 Understandabilit
y 

1 
 Communication 

place 
1 

Spatial presence 8 
 

Self-efficacy 2 
 System 

naturalness 
1 

 
Narratives 1 

social presence 3  Trait anxiety 2  Autotelic focus 1  Non-mediation 1 
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Natural presence 1 
 

Relevance 2 
 Audiovisual 

appeal 
1 

 
state anxiety 1 

Core self-presence 1 
 Autotelic 

experience 
1 

 External 
correspondence 

1 
 

Comprehension 1 

Extended self-presence 1 
 Internal/external 

correspondence 
1 

 personal 
gratification 

1 
 Transformation of 

time 
1 

Proto self-presence 1  Gameplay 1  Ease of control 1  Anger 1 

Control  10 
 Long learning 

phase 
1 

 
Nausea 1 

 
Dissociation 1 

Immersion  7  Help 1  Action awareness 1  Pride 1 

Attention  5 
 

Increase status 1 
 Emotional 

reaction 
1 

 
Intention to use 1 

Satisfaction  5 
 Likelihood to 

recommend 
1 

 Temporal 
dissociation 

1 
 Perspective-

taking 
1 

Goals  5  Happy 1  Fun 1  Play engrossment 1 

Feedback  5 
 

Navigation 1 
 Behavioural 

engagement 
1 

 
Consistency 1 

Involvement  5  No bugs/errors 1  social interaction 1  Dependability 1 
Affect (positive/ 
negative) 

 5 
 

No extrinsic 1 
 system 

responsiveness 
1 

 
Frustration 

1 

Usability  4  Ownership 1  Competition 1  Hopelessness 1 

Enjoyment  4 
 

Perspicuity 1 
 Spatial 

awareness 
1 

 
Focused attention 1 

Sensory  4  Guidance 1  Learn friends 1  Hope 1 
Flow  4  loss of self 1  Core self 1  Frequent use 1 

Challenge  4  reality judgment 1  Mastery 1  Relief 1 

Anxiety  4 
 Personal 

innovativeness 
1 

 Narrative 
understanding 

1 
 

Distress 1 

visual aesthetics  4 
 

Focused immersion 1 
 Empathic 

concerns 
1 

 
Pleasure 1 

Curiosity  3  Social experience 1  Gaming 1  Playability 1 

Skills (advanced, 
mainframe, beginning) 

 3 
 knowledge 

improvement 
1 

 Emotional 
attachment 

1 
 Hedonic quality-

stimulation 
1 

Distraction  3  Fictional 1  Freedom 1  Discovery 1 
Realism  3  Pragmatic quality 1  Facilitators 1  Accomplishment 1 
Autonomy  3  Extended self 1  Creative freedom 1  Shame 1 

Concentration  3  natural mapping 1  Menus 1  Delightfulness 1 

Ease of use  2  Possible actions 1  Unusual action 1  Disorientation 1 
cognitive load  2  Efficiency 1  Hedonic quality 1  Camera 1 

Absorption  3 
 Emotional reaction 

towards system 
1 

 Emotional 
engagement 

1 
 Paradox of 

control 
1 

Playfulness  2  Play-direct 1  Mission 1  Commitment 1 
Audio aesthetics  2  Settings 1  Reuse 1  Oculomotor 1 
Attractiveness  2  Tension 1  Simplicity 1  Aesthetics 1 
Boredom  2  Trust 1  Tiredness 1  Operator 1 
Empathy  2  Anticipation 1  Variety 1  skill balance 1 
Usefulness  2  Environment 1  Creativity 1  Relatedness 1 

Stimulation  2 
 

Expectations 1 
 Emotions 

personal 
1 

 
Fantasy 1 

Competence  2  Multimodality 1  Excitement 1  Engagement 1 
Efficiency  2  Varied drawing 1  Captivation 1  Unusual actions 1 

Novelty  2 
 loss of self-

consciousness 
1 

 Action awareness 
merging  

1 
 

Controls 1 

          Focus 1 

 
Table 6. Factors by concept (a) 

Experience 

Absorption 
Emotional reaction 

towards system 
Likelihood to 
recommend 

Accomplishment Emotions personal mobile site 
Affect Enjoyment Navigation 

Affect (Negative) Environment No bugs/errors 
Affect (Positive) Excitement No extrinsic 
Attractiveness Expectations Novelty 

Audiovisual appeal Facilitators Ownership 
Autonomy Feedback Perspicuity 

Autotelic focus Fictional Play-direct 
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Boredom Flow Playfulness 
Camera Freedom Reuse 

Challenge Frequent use Sensory 
Commitment Frustration Settings 
Competence Fun Simplicity 

Competition Gameplay 
Social 

experience 
Consistency Goals Stimulation 

Control Guidance Tension 
Curiosity Happy Tiredness 

Delightfulness Help Trust 
Dependability Immersion Usability 

Discovery Increase status Usefulness 
Ease of control Learn friends Variety 

Ease of use Mission visual aesthetics 
Efficiency Mastery  

Emotional attachment Menus  

 
Table 7. Factors by concept (b) 

Presence Immersion 

Anticipation Realism Attention 
Attention Satisfaction Captivation 

Attention/absorption Sensory Challenge 
cognitive load social presence Comprehension 

Control 
Social presence-Behavioral 

engagement 
Concentration 

Core self-presence 
Social presence-

Involvement/Empathy 
Control 

Creativity spatial presence Curiosity 
Distraction Spatial Presence-Believability Dissociation 

Extended self-presence Spatial Presence-Imagination Distraction 
Involvement Spatial Presence-Interest Emotional engagement 

Involvement/Control 
Spatial Presence-

Involvement 
Empathy 

Internal/external correspondence 
Spatial Presence-Possible 

actions 
Focus 

Long learning phase 
Spatial Presence-Self-

location 
Gaming 

Multimodality 
Spatial Presence-Spatial 

awareness 
Immersion 

natural mapping System naturalness Involvement 
Non-mediation system responsiveness Narrative understanding 

Natural presence Understandability Realism 
Presence Unusual actions Sensory 

Proto self-presence Varied drawing  

 
Table 8. Factors by concept (c) 

Motivation Flow Engagement Satisfaction 

Attention 
Action awareness 

merging 
Absorption Audio aesthetics 

Autonomy Autotelic Experience Aesthetics Communication place 

Competence 
Challenge/Skill 

balance 
Control Creative freedom 
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Confidence Concentration Distraction Enjoyment 
Controls Control Engagement Feedback 

Immersion Feedback Flow Flow 

Relatedness Flow 
Focused 
attention 

Goals 

Relevance Goals Immersion Narratives 
Satisfaction Goals and feedback Novelty Operator 

 Immersion Presence personal gratification 

 
loss of self-

consciousness 
Realism Play engrossment 

 Paradox of control Sensory Satisfaction 
 Skills Usability Usability/Playability 

 
Transformation of 

time 
 visual aesthetics 

 
Table 9. Factors by concept (d) 

Self-efficacy Usability 
reality 

judgment 
Affect Anxiety 

Advanced level skills Usability reality judgment Negative affect Anxiety 
Beginning level skills   Positive affect state anxiety 

Mainframe level skills    Trait anxiety 
Self-efficacy     

 
Table 10. Factors by concept (e) 

Interest Cognitive load 
Hedonic and 

pragmatic 
quality 

Emotions Beliefs 

Attention cognitive load Attractiveness Anger Ease of use 

Confidence  
Hedonic quality-

stimulation 
Anxiety 

Intention to 
use 

Relevance  Pragmatic quality Boredom Self-efficacy 
Satisfaction   Enjoyment Usefulness 

   Hope  
   Hopelessness  
   Pride  
   Relief  

   Shame  

 
Table 11. Factors by concept (f) 

Absorption Empathy 
Learning 
impact 

Enjoyment Simulator sickness 

Focused immersion 
Perspective-

taking 
knowledge 

improvement 
Autonomy Disorientation 

Curiosity 
Empathic 
concern 

 Challenge Nausea 

Enjoyment Fantasy  Concentration Oculomotor 
Control Distress  Feedback  

Personal innovativeness   Goals  
Playfulness   Immersion  

Temporal dissociation   Pleasure  
   Satisfaction  
   social interaction  
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Figure 33 visualizes the most frequently occurring factors, while Figure 34 attempts to illustrate the 

complexity of the relationships between concepts and factors, as it arose from the fact that in many 

cases identical or similar factors were used to examine different concepts. 

 
The image illustrates most vividly the difficulty of defining concepts such as the experience and 

emotions caused to users by the use of digital media, even though, on the surface, this seems relatively 

simple. It is also evident that it is not feasible to consider all of the above factors at the same time. 

 
Thus, the research that had been identified and the questionnaires used were re-read in order to see 

if any factors were identical or if some of them could be included under the same umbrella. Indeed, 

this led to the significant narrowing down of the factors that were likely to be considered. It was also 

found that the concepts of Flow, Immersion, and Presence were extremely difficult to separate, as a 

significant number of studies either considered them synonymous-similar concepts or used similar 

questionnaires to examine them. Therefore, it was decided to unify them 

 
Figure 33. Visualization of the frequency of occurrence of factors
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Figure 34. The relationships between concepts and their factors   
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Table 12 presents the initial factors and their consolidation into broader factors. 

 
Table 12. Consolidation of factors 

Original factor New factor  Original factor New factor 

Aesthetics 

Aesthetics/ 
appeal 

 Absorption 

Flow/Immersio

n/Presence 

Attractiveness  Action awareness 

Audio aesthetics  Action awareness merging 

Audiovisual appeal  Attention 

Environment  Autotelic experience 

Realism  Autotelic focus 

Variety  Behavioral engagement 

visual aesthetics  Concentration 

cognitive load 
cognitive load 

 Core self 

No extrinsic  Core self-presence 

Autonomy 

Control 

 Dissociation 

Control  Distraction 

Mastery  Emotional attachment 

Mission  Empathic concerns 

Ownership  Engagement 

Play-direct  Extended self 

Expectations Relevance to 
personal interests 

 Extended self-presence 

Relevance  External correspondence 

Camera 

Ease of 
use/Usability 

 Fantasy 

Consistency  Flow 

Controls  Focus 

Dependability  Focused attention 

Ease of control  Focused immersion 

Ease of use  Immersion 

Gameplay  
Internal/external 

correspondence 

Gaming  Involvement 

Long learning phase  loss of self 

Narrative understanding  loss of self-consciousness 

Navigation  Non-mediation 

No bugs/errors  Perspicuity 

Operator  Natural presence 

Play engrossment  Presence 

Playability  Proto self-presence 

Pragmatic quality  reality judgment 

Simplicity  Relatedness 

System naturalness  Sensory 

system responsiveness  skill balance 

Understandability  social presence 

Usability  Spatial awareness 

Enjoyment 

Enjoyment 

 Spatial presence 

Fun  Temporal dissociation 

Hedonic quality  Transformation of time 

Hedonic quality-stimulation  Commitment 
Motivation 

Novelty  Frequent use 
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Playfulness  Intention to use 

Pleasure  Likelihood to recommend 

Stimulation  Personal innovativeness 

Facilitators 

Guidance/ 
feedback 

 Reuse 

Feedback  Accomplishment 

Positive-

negative 

affect/feelings 

Goals  Affect (positive/negative) 

Guidance  Anger 

Help  Anticipation 

Menus  Anxiety 

Narratives  Boredom 

natural mapping  Captivation 

Settings  Challenge 

Creative freedom 

Interaction 

 Confidence 

Freedom  Curiosity 

Paradox of control  Delightfulness 

Possible action  Distress 

Competence 

Self-efficacy 

 Emotional engagement 

Efficiency  Emotional reaction 

Efficiency  
Emotional reaction toward a 

system 

Self-efficacy  Emotions personal 

Skills (advanced, 

mainframe, beginning) 
 Empathy 

Disorientation 

Simulator sickness 

 Excitement 

Nausea  Frustration 

Oculomotor  Happy 

Comprehension 

Subjective 
knowledge gains 

 Hope 

Creativity  Hopelessness 

Discovery  Increase status 

knowledge improvement  personal gratification 

Usefulness  Pride 

Communication place* 

Excluded 
(could not be 

classified) 

 Relief 

Competition*  Satisfaction 

Fictional  Shame 

Learn friends*  state anxiety 

Multimodality  Tension 

Perspective-taking  Tiredness 

Social experience*  Traits anxiety 

Social interaction*  Trust 

Unusual actions    

Varied drawing    

Notes. Factors marked with an asterisk (*) are for collaborative environments, which is not true for all 
applications.  
 
The above analysis resulted in 14 factors that can be grouped into three broad categories:  

▪ Factors related to emotions: flow/immersion/presence, enjoyment, and positive/negative 

affect/feelings. 

▪ Factors related to the learning experience: subjective knowledge gains, domain-specific interest, 

cognitive load, and motivation to learn. 

▪ Factors related to technical issues: self-efficacy, guidance/feedback, control, aesthetics/appeal, 

interaction, ease of use/usability, and simulator sickness.  
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Thus, a model describing the FIDLE can be formulated (Figure 35).  

 

 
Figure 35. The proposed factor model of FIDLE  

  
In the previous section, the positive fully immersive digital learning experience was considered to be 

one that is characterized by excellent design, excellent functionality, and adaptability of the content, 

which allows the active action/participation of learners, who gain knowledge, skills, attitudes, and 

behaviors, but also positive emotions and experiences, due to their immersion in the 

content/application, sense of presence and interaction with the content. In the above model, it can 

be observed that all these elements are present. Therefore, this model can describe FIDLE and can be 

used to construct research tools to examine it. 
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Chapter 9. Virtual Reality and 
constructivism 
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This chapter analyses why the VR and, by extension, the CPD, can more effectively implement the 

principles of constructivism, thereby helping to bring about a meaningful transformation of the 

educational process. 

 
  

9.1. The generations of educational use of computers 
 
From the early stages of their development, computers were considered an ideal teaching tool. The 

features that have enabled this belief have kept pace with technological developments, notably their 

increasing computing power, speed, graphical environments, the possibility of integrating images, 

sound and video, and the Internet.  

 
Thus, the first educational applications of computers implemented behavioristic concepts and placed 

great emphasis on content. They analyzed the knowledge and skills to be acquired by students into 

individual components, where their mastery, cumulatively, led to the expected learning outcome. A 

typical example of this view was Computer Assisted Instruction, which took the form of drill and 

practice applications, with the learner having little control over what they learn. Everything was 

predetermined by the application developer, although in some cases the learner was given the option 

to skip certain topics (Saettler, 2004). Despite the serious criticism of this type of application, there is 

still, even today, a significant number of applications that fall into this traditional approach to 

instructional design. 

 
In the second generation of educational computer applications, there was a shift in focus; the 

emphasis shifted from content to the way in which the content was presented to students. This arose 

from the realization that the process by which students process information may be more important 

than the information itself. In this area, behaviorism proved inadequate, while cognitive theories 

provided a suitable basis for the developers of educational applications. However because 

behaviorism and cognitive theories treat learning in an objectivistic way (Jonassen, 1991), the 

transition from one generation to the next was not difficult. The goal remained the transfer of 

knowledge to the learner in the best possible way (Bednar et al., 1992). In both cases, the designers 

broke the material into small chunks. In the behavioristic view, they were looking for the best method 

to achieve the intended behavior, and in the cognitive view, they were looking for ways and systems 

of transition from the simple to the complex. A typical example of this generation of educational 

computer applications is the attempt to program them in such a way that they respond "intelligently" 

to data input from the student, using, for example, a database.  

 
The third generation of educational use of computers was based on the principles of constructivism. 

The shift in application design was important because of the fact that constructivism does not treat 

learning objectively. Although efforts have been made to develop computer applications that combine 

elements of both cognitive information processing theories and constructivism (e.g. Dede, 1992; Spiro 

et al., 1991; Tolhurst, 1992), the differences are significant. The objectivist approach to learning seeks 

for instruction to have predetermined outcomes and to interfere with the learning process in such a 

way that it captures reality in the mind of the learner. In contrast, the constructivist approach, 

precisely because it argues that there are no predetermined and predictable outcomes, considers that 
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teaching should encourage rather than guide learning. As Jonassen (1994) points out, the problem 

that constructivism poses to educational program designers is that, since each individual is responsible 

for structuring knowledge, it is not possible to identify and ensure a set of learning outcomes common 

to all.  

 
In the same article, he lists the characteristics that instructional design should have according to the 

constructivist perspective, such as: 

▪ Provide multiple representations of reality and avoid simplifications by presenting the natural 

complexity of the world. 

▪ Provide students with authentic assignments.  

▪ Provide teaching environments that are based on real-life case studies, rather than being a 

predetermined teaching sequence. 

▪ Knowledge has to be structured in relation to the context and content applied. 

▪ Encourage reasoning-based practices. 

▪ Support the collaborative construction of knowledge rather than competition between students. 

 
Multimedia and hypermedia largely satisfy the above conditions and allow a non-linear course of 

instruction, leaving the choice to the learner. They are, thus, used predominantly to implement 

constructivism's concepts. However, for fear of the learner eventually becoming disoriented, of being 

"lost" in the maze of hyperlinks and choices, many suggested a combination of old and new teaching 

methods and a gradual increase in the learner's control over the teaching process (e.g., Jonassen et 

al., 1993). 

 
From the above summary of the first three generations of educational use of computers, it is easy to 

see their shortcomings. The first generation saw learning as a one-way road, as something that can be 

easily described, segmented, and acquired. It does not take into account the specific (individual) needs 

of learners and cuts off learning from its social dimension, seeing it as something independent. The 

second and third generations took a more holistic view of learning. However, in the second generation, 

learner-computer interactions were largely pre-designed, which means that they ultimately drove 

learning through specific channels. The third generation comes very close to giving the learner control 

of the learning pace and allowing them to structure their learning. However, the objections to 

completely "open" design lead to a number of limitations being placed on it.  

 

 

9.2. The fourth generation of educational computer use 
 
The fourth generation of educational use of computers, to which VR applications belong, implements 

the basic principles of constructivism, just like the previous one. However, according to Winn (1993), 

this generation goes one step further. Winn, while strongly criticizing cognitive theories, noted that in 

VR applications the use of symbols is not necessary.  

This point deserves further analysis. Cognitive theories treat the human brain as a computer whose 

basic function is the mental manipulation of symbols (Johnson-Laird, 1988; Munakata, 2006). 

Cognition is nothing more than the efficient manipulation of these symbols. However, this does not 
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fully explain all mental processes, nor does it explain the way situations are handled when symbols 

are not used. But in which situations symbols are used and in which they are not? 

 
In Chapter "6.1. Virtual Reality as a cognitive tool", it was mentioned that people perceive the world 

in two ways, from "first person" experiences and from "third person" experiences. The first ones come 

from everyday contact with the world around the individual, they are direct, personal, subjective, and 

somehow "silent," because individuals do not perceive that they acquired some form of knowledge. 

Above all, however, because of their immediacy with the environment, they do not require the 

existence of symbols. The latter comes from someone else's description, are indirect, and explicit, and 

individuals always know that they have learned something. However, in order to enable 

communication between the one who teaches and the one who learns, the existence of symbols, such 

as spoken language, letters, and numbers, is necessary. For example, "first person" experiences are 

the feelings one has when watching a movie. "Third-person" experiences are when, for example, the 

plot and the role of the protagonists in a scene are explained. The experience the person has is not 

the same as in the first case, since it is "filtered" by a third party (Figure 36). 

 

 
Figure 36. First and third-person experiences 

 
"First-person" experiences do not require special and concerted thought. In fact, most actions in 

everyday life are done this way. One does not plan in advance how to wash, dress, eat, and sleep. The 

action comes directly from the person's perception of the world, without the interference of intense 

and conscious thought. Thought interferes with action when there is a dilemma, or when something 

goes wrong, or when attention is needed to deal with a situation.  

 
Computers in the first three generations offered "third person" experiences and this is for the 

following reasons:  

▪ The computer interposes itself between the person and the information it contains.  

▪ This information comes from a third party; someone has entered it into the computer. 

▪ The information is not directly available, but through the interface, the screen, the mouse, and 

the keyboard, all of which use symbolic systems.  

▪ These symbols require some thought on the part of the user in order to use them effectively.  
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Therefore, however important the role of the way information is presented (second generation), 

however important interactions are (third generation), computers do not offer "first-person" 

experiences, which, as has become clear, occupy a significant part of everyday life. Constructivism, 

according to Winn (1993), provides several ideas on how "first-person" experiences could be gained 

through the use of computers. There are two main points of interest [39]: 

▪ The computer-student interface must be absent, in a way the computer must be "invisible." This 

means that the student/user should not use traditional devices (mouse, keyboard, and monitor) 

to communicate with the computer, but other devices that do not use symbols. 

▪ In these applications, the interaction between a person and a computer or between persons 

should not be pre-planned, but any kind of interaction should potentially be possible.  

 

Such environments belong to the field of VR. As mentioned in several parts of this document, the 

purpose of VR is, through immersion, presence, and interaction, to create unmediated experiences 

(Schafer, 2016), which, in essence, means that there is no need to use symbols. Thus, it can be argued 

that VR learning environments allow for interactions in which symbols are not used, resulting in 

experiences that are more direct at the individual level, and because of the open design and non-

prescriptive interactions, the learning process and its outcomes are not predetermined. Therefore, 

learning in a VR environment is a dynamic user-driven process that sets goals and changes them at 

will.  

 
 

9.3. More about constructivism 
 
As has already become apparent from the preceding analysis of the generations of educational 

computer use, VR is very close to the principles of constructivism. The following analysis explains why 

VR is particularly compatible with the learning process as this learning theory approaches it.  

 
As far as the learning process is concerned, constructivism generally holds that new knowledge 

acquired by individuals is based on their previous knowledge and experiences. When faced with a new 

situation, they must either reconcile with previous knowledge and experiences or change them. In any 

case, however, knowledge and insight about the world are actively constructed by the individual 

through experiences and reflection on these experiences (Colburn, 2000). Also, learners need 

environments rich in social interactions to explore various topics with their teachers and peers. 

Opportunities to collaborate with more experienced mentors are especially critical for the 

development of higher cognitive functions (Ertmer & Newby, 2013). 

 

In addition, the discovery learning approach, which is directly related to constructivism, is interested 

in how to make education more tailored to the needs of the learner and considers learning to be an 

active process in which individuals ask questions and give their tentative answers. Active participation 

is achieved through discovery learning, which allows individuals to explore alternatives and 

understand the relationships between different ideas (Bruner, 1961, 1966, 2009). The role of the 

teacher is to guide students, through dialogue, to assist in building knowledge on pre-existing 

structures. Several other researchers such as Papert (1980, 1991) have made significant contributions 
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to the development of the theory of constructivism, especially in the field of educational applications 

of technology. The point of agreement among researchers is that they seek to provide learners with 

opportunities for cognitive growth through exploration, unstructured learning, active participation, 

and problem-solving. 

 
In general, as an educational practice, constructivism involves encouraging students to take action, 

engage in real-world problem-solving, experiments, and then discuss how his or her perception of 

things has changed. Teachers, on the other hand, ensure that each activity is structured around 

students' prior knowledge, and generally their role is to facilitate the whole process, not to be the 

bearers and transmitters of knowledge.  

 
As Brooks and Brooks (1999) emphasized, in a classroom organized by constructivist standards: 

▪ Students' autonomy and initiative is encouraged. 

▪ The questions to students are open-ended and students are given plenty of time to answer them. 

▪ Critical thinking is encouraged. 

▪ Students talk to each other or to the teacher. 

▪ Classroom activities favor hypothesis formulation and discussion. Primary sources of information, 

raw data, and interactive materials are used as teaching materials. 

  
To the above, Roblyer and Doering (2012) add: 

▪ Activities emphasize exploration and practical problem-solving in technology-rich environments. 

▪ Collaboration is used. 

▪ Assessment is based on the presentation of assignments and projects. 

 

However, constructivism has been criticized on some issues. One such issue concerns students' prior 

knowledge. In a constructivist teaching environment, the teacher should first determine what the 

student knows and what his or her interests are and from that point begin the gradual construction of 

knowledge. Often, however, constructivist strategies base learning on solving problems involving 

complex situations without taking into account the skills needed to deal with them. Undoubtedly some 

students can cope with these situations. But what about those who cannot? How much and what kind 

of prior knowledge is required for all students to deal with these issues (Dick, 1991)? In this case, the 

teacher or technology should be able to offer help to students who need it, even if it has to be done 

on a large scale.  

 
Several people argue that constructivism better addresses some cognitive issues than others (Ertmer 

& Newby, 2013; Jonassen et al., 1993). In general, constructivist strategies seek to teach problem-

solving in ill-structured cognitive domains. Also, instead of covering one topic in depth, it is preferred 

to cover a wide range of topics at the same time. However, there are cases where it is more desirable 

to acquire knowledge in a single subject area. 

 

Much criticism has been leveled at constructivism for rejecting evaluation through objective methods 

and criteria. Although assessment is carried out through other methods (group work, projects, etc.), 

these do not provide evidence of individual performance. In other words, they do not show whether 

a student has learned something or acquired certain skills.  
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9.4. The relationship between constructivism and technology 
 
Today's children live in a very different environment from that of yesterday's children. The conditions 

were such that a wooden sword, a piece of cardboard, a broom, and a lot of imagination were enough 

to turn children into knights, to fight in magical worlds. Communication was either face-to-face or by 

mail. Today's children are born into a world of technology. They play computer games and are very 

comfortable with any kind of electronic device.  

 
Technology in a constructivist educational environment has an important role in everyday activities, 

but it does not become a subject of teaching itself. A technological environment functions as a 

laboratory in which students can observe, practice, ask questions, and evaluate knowledge (Boethel 

& Dimock, 1999). There are two important advantages to implementing constructivist methods 

through technology. First, technology-based learning environments can and do provide situations that 

require problem-solving and decision-making (Tam, 2000). Second, because digital media are used for 

this purpose, they are perfectly compatible with children's daily lives, both inside and outside the 

classroom.  

 
Technology provides tools that were previously unavailable. Learners are able to draw information in 

different forms (text, images, and sound) and consider different perspectives as they construct 

knowledge on a topic. Technology enables them to spend more time on the above tasks and to 

collaborate with their peers and teachers (Boethel & Dimock, 1999). In earlier years, the space from 

which information could be drawn was limited. Social interaction and collaboration, encouraged by 

the constructivist model, are enhanced by technologies such as the Internet, which allows for 

communication with literally every region of the world (Tam, 2000). Similarly, multimedia and 

hypermedia encourage creativity. Multimedia applications that provide problem-solving situations 

help individuals identify and improve problem-solving strategies and transfer knowledge into higher-

order intellectual skills (Roblyer & Doering, 2012).  

 

However, it should be noted that the success or failure of technology-rich constructivist environments 

ultimately depends on the teachers. They have to deal with the task of teaching lessons on a daily 

basis. Implementing technology and constructivism in the classroom requires good planning and 

plenty of time. Unfortunately, neither the means are often available nor the time. In fact, when there 

is time pressure, teachers will eventually return to the old ways of teaching, the ways they were 

taught. For changes to occur in the way students are taught, there must be a change in the training of 

teachers. They, too, must experience, as students, the new learning environments (Fokides et al., 

2019). 

 
 

9.5. The relationship between Virtual Reality and constructivism 
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VR brings together the above advantages of multimedia and hypermedia, but because it uses a 

different technology, it adds additional features. As mentioned in Chapter "6.2. The educational 

potential of Virtual Reality", VR applications allow users to:  

▪ Manipulate and interact with objects as they would in the physical world, but also be able to 

change their relative sizes, and apply or overturn the laws of physics. 

▪ Control time. They can study in a few minutes the evolution of a phenomenon that actually takes 

hundreds, thousands, or even millions of years to complete, and vice versa, that is, to study a 

phenomenon that actually happens in an infinitesimal amount of time. 

▪ Receive information that under other circumstances would not be available to the human senses. 

▪ Represent and manipulate objects and events that do not have a physical form, such as 

mathematical equations. 

▪ Interact with other users present in the virtual world.  

 
The immersion of the user in the virtual environment, presence, interaction, the absence of an 

interface, and, especially, the non-symbolic communication and first-person experiences are the keys 

to the compatibility of VR with the theory of constructivism. Therefore, with VR it is possible to teach 

rules and abstract concepts without the use of language and other symbols. The experience (real or 

virtual) with which an idea or concept is associated is important both for understanding the concept 

and for its subsequent use (Jonassen, 1991). In other words, the experience is the "vehicle" for the 

construction and use of knowledge. As noted, because VR uses non-symbolic interaction, it can enable 

learners to intuitively understand even abstract concepts without the use of the symbolic 

representations of the relevant cognitive domain, thus providing experiences at a primary level.  

  
VR gives experiences through the "real" use of objects. It requires interaction and encourages active 

participation. Thus, those who learn are able to control the learning process (Pantelidis, 1993). By 

reflecting on the real world, they are given the opportunity to learn from their own mistakes without 

consequences and without risks. Indeed, this can be done in the form of a game, the role of which is 

crucial (Bruner, 1961, 1966, 2009). VR provides the possibility of adapting the teaching material to the 

needs and cognitive style of each individual. As a result, they can experience something at their own 

pace, without being limited by the time constraints of the conventional timetable (Salzman et al., 

1999). This solves the problem of how much prior knowledge one needs to cope with the demands of 

a constructivist teaching environment.  

 
Regarding the possibility of teamwork, there is a general feeling that when people work in groups, 

they achieve better cognitive outcomes because there are more cognitive resources (Slavin, 1980). 

However, in most applications, the problem is the development of skills that are conducive to 

collaboration, such as a sense of individual responsibility within the group, team spirit, and taking 

initiative and responsibility. Moreover, equal effort and performance among team members is not 

guaranteed. Therefore, a lot of attention needs to be paid to the design and implementation of 

collaborative learning practices, especially in VR environments. However, it is a fact that a VR learning 

environment supports teamwork in a more complete way compared to hypermedia and multimedia. 

This is because in a collaborative VR environment, many users can coexist in the same virtual space, 

share the same audiovisual stimuli, share control over the flow of things, and, at the same time, 
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communicate and discuss with each other. Virtual shared environments, virtual classrooms, and the 

use of avatars are some of the ways in which VR implements the concepts of collaborative learning. 

 

Motivation to learn plays an important role in the educational process and should be taken into 

account in the design of an educational environment. In motivation to learn, the focus is no longer on 

whether someone can learn, but on what makes them want to learn (Fokides, 2020). The environment 

must be designed to provide elements that stimulate interest, over a long period of time, which is not 

always guaranteed. Motivation to learn is highly dependent on interest and most people find VR a 

highly interesting experience (e.g., Bertrand et al., 2017; Fabola & Miller, 2016; Ritter et al., 2018; 

Rupp et al., 2019). But it is not only interest that provides motivation for learning in VR. It is the 

broader combination of interaction, and realism, sparking the imagination, challenge, and play 

(Psotka, 1996). Indeed, as Psotka (1996) noted, it is not only the new and unknown that excites users; 

VR is a technology that opens up many new paths and empowers learning.  

 
Finally, regarding the issue of evaluation, VR has the potential to be a very powerful tool for evaluating 

and monitoring the performance of trainees, because it allows the recording of each session in a 

virtual environment (Fokides & Atsikpasi, 2018). Thus, in addition to the formal assessment, which 

may include checking the knowledge acquired, trainers and trainees can study in detail the actions 

taken in the virtual world and draw useful conclusions. 
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Chapter 10. Virtual Reality and 
distance education 
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This chapter gives an example of how VR can reshape education. For this reason, distance education 

(DL) was chosen as an area where VR can play an important role. Given that technological 

developments are constant and that there is a need for DL to adapt to them and to increase both its 

effectiveness and its impact, it would be interesting to consider the role that VR can play in this 

adaptation.  

 
 

10.1. Problems in distance learning 
 
ICT plays an important role in education. In fact, the importance of their role has been further 

emphasized by the major upheavals, globally, caused by the Covid-19 pandemic that started at the 

end of 2019. This, resulted in DL being the only viable solution for teaching during this period.  

 
A short definition of DL would describe it as the education of people who are not physically present in 

an educational institution (Kaplan & Haenlein, 2016). In general, DL aims at connected and 

collaborative learning through enriched programs characterized by massiveness and free -usually- 

access by learners (Siemens, 2005). There are different types of it, such as synchronous, asynchronous, 

and hybrid. MOOCs are a relatively recent form of DL that offers interactive courses on a large scale, 

often with free access. The delivery of educational material (inherently multimedia, since it includes 

text, audio files, images, and video) can be delivered synchronously (e.g., by videoconferencing), 

asynchronously (e.g., through a Learning Management System), or combined. Finally, all of the above 

can take the form of a virtual community, the equivalent of a physical classroom.  

 

However, DL is not without its problems. Some of these are limitations in the number of people who 

can enter a system at the same time and the lack of interaction between learners (El Kabtane et al, 

2020). Perhaps the most important problem is the dropout of courses by many learners due to lack of 

interest, poor communication with the instructor, or the volume of material that learners have to 

cover by themselves (Yousef et al., 2014). Other issues that DL has to overcome are the need for 

frequent communication between instructor and learner and the need for frequent guidance of the 

former by the latter. When these do not occur, the learning outcomes are unsatisfactory and the 

whole scheme can lead to failure (Garrison, 2011). Other barriers, on the part of the learner, are 

distraction from external factors, technical problems, and the need for some relevant experience in 

using ICT tools. Overall, studies indicated that participants in DL drop out much more often than in 

face-to-face programs due to problems with language, time management, skills required in handling 

ICT tools, and the lack of physical interaction between trainer and learner (Xu & Jaggars, 2011). 

 
 

10.2. Brief field review on the relationship between VR and DL 
 
Seeking to (briefly) identify the scope and issues of concern to researchers on the relationship 

between VR and DL, a literature review was conducted. Reviews are a popular approach for 

synthesizing research evidence (Daudt et al., 2013) and are suitable for determining the extent of the 

literature on a topic, giving a clear idea of the volume of available studies and their evidence, especially 

in the case of emerging research areas (Munn et al., 2018).  
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The search was conducted in ERIC, LearnTechLib, and Scopus and covered the years 2010-2020. The 

search terms used were "virtual reality" and "distance education," or "distance learning," or "remote 

learning," or "e-learning"). A total of 513 articles were identified, of which 131 were finally analyzed. 

To better visualize the whole process, a flowchart of the Preferred Reporting Items for Systematic 

reviews and Meta-Analyses (PRISMA) type was used (Moher et al, 2009) (Figure 18). This presents the 

numerical data from identifying original studies and removing duplicates, screening titles/abstracts 

and excluding those that were not relevant to the topic, and full articles that were read and either 

justifiably excluded or deemed appropriate and included in the analysis. It should be noted that only 

the main findings are presented below, as the purpose of the chapter is not to provide an in-depth 

analysis of the relationship between VR and DL. 

 

 
Figure 18. PRISMA diagram for the relationship between VR and ERA  

(Moher et al., 2009) 

 

The first interesting finding was the relatively small number of articles that met the search criteria, 

which indicates that this area is not yet fully developed. Their distribution per year is relatively stable 

(10-12 articles) with a relative peak in 2018 (20 articles). About half of the articles were published in 

conference proceedings (n = 60, 46%); 30% were published in peer-reviewed journals, while the rest 

were chapters in edited volumes, books, or reports of ongoing projects. Of particular interest is the 

fact that the majority of articles were about interventions/applications in higher education (n = 76, 

58%). Secondary education and the education of a variety of professional groups were addressed in 

24 and 23 articles respectively (about 18% in both cases), leaving, in the end, a very small number of 

articles dealing with primary education. 

The broad themes addressed in the articles were the design of VR environments (n = 91), design of 

LEARNING material/content (n = 45), usability issues (n = 40), user interaction (n = 32), immersion (n 

= 30), sense of presence (n = 25), motivation for learning (n = 23), time management (n = 18), and 

cognitive load (n = 12). Note that some studies examined more than one of the above themes. 

Regarding the VR technology used, most applications were run on simple computers (which was either 
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the only medium used or a comparison was made with other VR technologies, n = 88). The use of 

HMDs was considered in fewer cases (n = 34), perhaps because they have not yet become widespread 

or for technical/organizational reasons. 

 
Three themes were distinct and almost evenly distributed in terms of the use of VR in relation to DL: 

(a) lectures (regardless of subject matter, n = 36), (b) virtual laboratories (n = 40), and (c) simulations 

of the operation of machines/devices/body organs (n = 38). In just over half of the articles (n = 70, 

53%) there was some form of evaluation for whether knowledge and/or skills were acquired. Focusing 

on these articles, it was found that the majority of them reported positive outcomes (n = 49, 70%). It 

should be noted that this figure is reported with caution, as in most the number of interventions was 

small. In fact, in several cases either the evaluation was conducted exclusively using pre- and post-

tests or qualitative data were collected without a control group or comparison with another 

instrument. Focusing on cases in which there was a comparison with another instrument or media (n 

= 51), it was found that, again, the majority of results were positive, but the proportion was 

considerably reduced (n = 28, 55%). 

 
Finally, it was found that, in most cases, the researchers reported that immersion, presence, and 

interaction, had a positive impact on the acquisition of knowledge and/or skills. 

 
 

10.3. Findings 
 
VR provides solutions to situations that face-to-face teaching cannot support, either because it is 

impossible to actually exist, or because there are high costs or health risks (Buttussi & Chittaro, 2017). 

Indeed, as the literature review of the field demonstrated, VR systems and applications are already 

being used to provide educational experiences, although not yet in a systematic way. Nevertheless, it 

can be said that VR covers people whose profile is similar to that of people participating in DL 

programs, i.e., who are not present in the same physical space and who are interested in learning in a 

systematic way. Furthermore, it was found that the use of VR systems in DL has positive effects in 

terms of knowledge and/or skill acquisition (e.g., Chang et al., 2016; Penland et al., 2019). 

 

This raises the question of what exactly is the added value that VR can bring to DL. The answer lies in 

the quality of the learning experiences provided by the VR due to immersion, presence, and 

interaction, which are among the key features of the VR, as discussed in a previous chapter (see 

Chapter "3. The key features of Virtual Reality"). Indeed, the literature review indicated that these 

factors play an important role in achieving satisfactory learning outcomes (e.g., Krassmann et al, 2020; 

Liu et al., 2019; Zikky et al., 2018). On the other hand, these factors are not highly emphasized in DL 

(Chen, 2018; El Kabtane et al., 2020). Thus, it can be argued that VR offers users learning experiences 

whose richness exceeds those offered by the current form of DL. 

 
While in conventional DL users are exposed to rich audiovisual material (such as videos), with VR they 

can navigate in a 3D virtual space, having the freedom of movement and more direct contact with the 

material. This immerses them in the learning experience (Rupp et al., 2019; Wu et al., 2020) and makes 

them feel that they are truly "living" in what is being presented to them (Slater & Sanchez-Vives, 2014). 
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In other words, with VR, THE learning material is presented in a "richer" way; users receive much more 

complex sensory information and this, most likely, positively impacts learning (Wu et al., 2020).  

 
Besides, VR can have an impact in other areas, beyond the simple acquisition of knowledge. For 

example, it can provide users with innovative opportunities to develop their creativity. For example, 

VR gave participants new opportunities for artistic expression, sharing their works, and instructor-

trainee collaboration; in other words, pedagogical benefits that go far beyond a simple painting 

program (So & Lu, 2019). 

 
In terms of communication, cooperation, and interaction with others, in conventional DL this is limited 

to text exchange or videoconferencing. In contrast, with VR, users can converse in a virtual space 

(which may simulate an office or classroom), with other characters who look very real or with 

representations of other people connected in the same environment (Gugenheimer et al., 2017; Liang 

et al., 2019). Moreover, VR gives users a wide variety of collaborative tools. For example, learners can 

draw 3D objects (using apps like Tilt VR and Spatial), make virtual presentations (e.g., with MeetinVR), 

and handwrite on a virtual whiteboard (with apps like Glue). In short, users can interact with virtual 

objects in the space or insert one of their own "there," which they and those "around them" can edit. 

This, besides emphasizing the sense of social presence, has a positive effect on both collaboration 

between participants and learning outcomes (Barker et al., 2018; Yassien, 2020). Therefore, the 

concept of collaborative learning environments takes on a new dimension. 

 
From the above brief comparative presentation of the tools/means of DL and VR, it can be concluded 

that perhaps the current form of DL should be redefined to be implemented through tools that fall 

under VR or fully immersive VR. This would increase the immersion, presence, and interaction of users. 

Thus, DL v2.0 could contribute to better communication between learners and their peers or 

instructors, improved interaction with the learning materials, increased creativity, and, ultimately, rich 

learning experiences. 
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Conclusion 
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For some time, computers and other similar technological tools have been described by the term "New 

Technologies." This term was intended to demonstrate their innovative and pioneering nature. 

Nowadays, the use of computers is commonplace. In this respect, the term is now rather 

inappropriate. The term "emerging technologies" may be more apt, since it describes technologies 

that are now emerging or technologies that, while they have been around for some years, are now 

beginning to realize their potential.  

 
VR and, by extension, fully immersive VR, discussed in the previous chapters, can be characterized as 

an emerging technology. From the historical review presented, it appeared that the first steps of VR 

were taken around the 1950s and for HMDs around the 1960s. However, despite the enthusiasm that 

existed until the early 1990s, VR did not succeed in becoming a mainstream technology accessible to 

the general public. Thus, its use was limited to research centers and specific professional groups. 

However, since the second decade of the 21st century, the situation seems to be changing 

dramatically. The driving force behind this development is the powerful entertainment industry, which 

is constantly looking for new ways to attract consumer interest. Thus, a range of HMDs has emerged 

which both have satisfactory technical specifications and are priced at affordable, for the general 

public, levels. As a result, it can be argued that from this point onwards, technological developments 

are beginning to allow the (mass) exploitation of the potential of VR.  

 
Regarding how VR is defined, it is worth noting that the term can be approached both in purely 

technological and psychological-cognitive terms. On the one hand, it can be seen as a set of hardware 

and software with which individuals are able to visualize and interact with highly complex data in three 

dimensions. On the other hand, VR can be seen as a situation that is created in the mind and that can, 

with varying degrees of success, engage a person's attention in a manner similar to that in the real 

environment. 

 
As presented, the VR places the user in a synthetic environment, identical or completely different from 

the real one. In this environment, users can choose the path they want, explore everything, whenever 

and in any way they want, and, finally, interact with the objects that exist in this world. This gives rise 

to the three basic characteristics of VR, which are immersion, presence, and interaction. Immersion is 

more of an objective/technical phenomenon and concerns how complete/rich is the sensory 

information provided to the user by the virtual environment. On the other hand, presence refers to 

the extent to which users feel that they are in a virtual environment, that they "live" in it and have the 

illusion of non-mediation. It is therefore more of a subjective phenomenon. Finally, interaction refers 

to the communication and connection between the user and the virtual environment (or between 

users). This should be as close as possible to the way individuals interact with the real world. 

 
Based on the above characteristics and, most importantly, using immersion as a starting point, the 

different variants of VR were redefined, classifying the different systems into three categories (low-

immersion, semi-immersion, and full-immersion). In the last category, with the existing data, only 

those systems using 6DoF HMDs were included, as with them the highest degree of immersion, 

presence, and interaction is achieved. Focusing on HMDs, a detailed presentation of their operating 

principles and technical characteristics was made in order to better understand both the advantages 

and the technical obstacles that remain to be overcome. In general, it appeared that the pace of their 
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development is satisfactory and in line with the fall in their acquisition costs. These two elements 

allow for greater optimism regarding the diffusion of RDI in the near future.  

 
The wide range of applications of VR is evident in the significant number of studies carried out in 

various scientific fields. Focusing on the use of VR as a learning tool, it was found that it has application 

in most subjects and levels of education. Relevant studies report positive findings such as increased 

engagement with the subject matter, fun, increased motivation to learn, and retention of knowledge.  

 
Some attribute these results to the fact that VR offers users "first person" experiences. As discussed, 

first-person experiences are direct, do not require the use of symbols (letters, numbers, and 

language), and are purely subjective. On the other hand, third-person experiences are indirect, require 

the use of symbols, and project the opinion and beliefs of the person communicating the knowledge. 

The problem is that teaching, and, more broadly, education, offers "third-person" experiences to 

learners. This has been realized for some time. Many scholars working on learning theories have 

proposed practices whereby learners can have vicarious experiences (i.e. first-person experiences) in 

as many subjects as possible. Yet, there are some limitations. It is not reasonable to expose students 

to risks just to have first-person experiences of, for example, volcanic eruptions. They cannot travel 

back in time to see the life of dinosaurs. Nor can they use the Hubble telescope to see the stars, nor 

microscopes to see microbes. Not only trainees, but all humans are "trapped" in the third-person 

experiences provided by technology-based and traditional education.  

 

On the contrary, VR seems to provide a solution to the above problems. It is assumed that the 3D 

objects present in a VR environment give the user a sense of the "real," promoting the creation of 

diverse cognitive representations of the same object and facilitating the development of integrated 

mental models. The result is that the user acquires first-person experiences about the subject of the 

application and creates purely personal representations of the synthetic world in which they find 

themselves. Learning in such an environment is certainly a dynamic process, fully determined by the 

user, who alone sets the goals and changes them at will. In addition, the VR can also provide third-

person experiences if, for example, the developer places restrictions on what the user can do.  

 
Further analyzing the reasons why VR offers "first person" experiences and why it can be an effective 

learning tool, it was found that this can be attributed to its three main characteristics mentioned 

above. Specifically, immersion can enhance learning as it provides multiple perspectives, thematically 

frames an environment, and supports the transferability of acquired knowledge. Presence enables 

users to have experiential experiences and become emotionally involved. Finally, interaction also 

creates interactive and experiential learning experiences, transforming users from passive observers 

to active thinkers. Indeed, one of the important features of VR is the possibility of more than one user 

co-existing in the application. Thus, they interact not only with the objects in the synthetic 

environment but also with each other, being able to converse, exchange views, and guide each other.  

 

VR and, especially, fully immersive VR are significantly differentiated from other digital media in terms 

of the type of learning experiences they offer to users. Thus, an attempt was made to introduce a new 

term to describe this very element. The term "fully immersive digital learning experience" has been 
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introduced, defined as the mental state resulting from the interaction of the learner with any form of 

cognitive material offered by the media (tangible or intangible) belonging to the fully immersive VR. 

It is the combined result of the actions undertaken by the individual, the experiences they have, and 

the emotions they experience as a result of this interaction. It depends directly on the design, 

functionality, and adaptability of the digital medium, as well as on the degree of immersion, presence, 

and interaction it offers. The desired end result is the acquisition of knowledge and/or experience 

(including skills and attitudes).  

 

Going a step further, a model that includes the factors that shape the fully immersive digital learning 

experience was proposed, by abstracting questionnaires and scales used in studies that examined 

learning using VR and fully immersive VR. Thus, the proposed model includes three groups of factors: 

(a) factors related to emotions (flow/affection/presence, enjoyment, and positive/negative 

emotions), (b) factors related to learning experience (subjective perception of learning benefits, 

relationship to personal interests, cognitive load, and motivation to learn, and (c) factors related to 

technical issues (self-efficacy, aesthetics, guidance/feedback, control, ease of use, interaction, and 

simulator sickness). 

 

The last issue examined was whether VR can best implement contemporary concepts of learning, in 

particular, constructivism. Although from the early stages of their development, computers were 

considered an ideal teaching tool, the first generation of educational applications implemented 

behavioristic concepts, and the second generation was based on cognitive theories. Since the third 

generation, dominated by multimedia and hypermedia applications, there has been a shift to the 

principles of constructivism. However, for fear that students might eventually become disoriented by 

the maze of hyperlinks and options, these principles were not implemented to their full extent. Not 

only that but all the applications of the first three generations offered, more or less, "third-person" 

experiences.  

 

On the other hand, the immersion of the user in the virtual environment, presence, interaction, the 

absence of an interface, and, above all, non-symbolic communication and "first-person" experiences 

are the keys to the compatibility of VR with constructivism, but also to its potential to overcome the 

above problems. With VR it is possible to even teach abstract concepts without the use of language 

and other symbols, thus enabling learners to intuitively understand them, providing experiences at a 

fundamental level. In addition, VR provides experiences through the "real" use of objects. There is 

interaction and active participation, but mistakes have no consequences. The adaptation of the 

teaching material to the individual's needs and cognitive style is another feature of VR, which allows 

users to experience something at their own pace. Regarding the possibility of teamwork, it is a fact 

that a VR learning environment supports teamwork in a more complete way than hypermedia and 

multimedia since it allows users to share audiovisual stimuli, share control of the flow of things, and, 

at the same time, to communicate and discuss with each other. As regards motivation to learn, which 

depends to a large extent on how interesting a learning experience is, it is worth mentioning that VR 

seems to offer highly engaging experiences, which work in combination with immersion, presence, 

interaction, realism of the applications, stimulation of the imagination, challenge, and the "playful" 

nature of VR applications.  
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In conclusion, despite the problems that remain to be overcome, the significant developments that 

have taken place in recent years in the field of VR (spearheaded by the developments in fully 

immersive VR), leave room to argue that this technology, in the near future, could play an important 

role in redefining the educational landscape.   
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