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Abstract
This research analyzed the efficacy of ChatGPT as a tool for the correction and pro-
vision of feedback on primary school students’ short essays written in both the Eng-
lish and Greek languages. The accuracy and qualitative aspects of ChatGPT-gener-
ated corrections and feedback were compared to that of educators. For the essays 
written in English, it was found that ChatGPT outperformed the educators both in 
terms of quantity and quality. It detected more mistakes, provided more detailed 
feedback, its focus was similar to that of educators, its orientation was more bal-
anced, and it was more positive although more academic/formal in terms of style/
tone. For the essays written in Greek, ChatGPT did not perform as well as educa-
tors did. Although it provided more detailed feedback and detected roughly the same 
number of mistakes, it incorrectly flagged as mistakes correctly written words and/
or phrases. Moreover, compared to educators, it focused less on language mechanics 
and delivered less balanced feedback in terms of orientation. In terms of style/tone, 
there were no significant differences. When comparing ChatGPT’s performance in 
English and Greek short essays, it was found that it performed better in the former 
language in both the quantitative and qualitative parameters that were examined. 
The implications of the above findings are also discussed.
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1 Introduction

Feedback (i.e., the provision of information with the aim of enhancing student 
performance), has been a focal point of educational research for numerous years. 
Studies have consistently underscored its significance in pedagogical contexts (e.g., 
Hattie & Timperley, 2007; Nicol & Macfarlane-Dick, 2006; Ryan et al., 2023). In 
addition, there is a considerable body of research examining its effectiveness in 
enhancing student performance (e.g., Henderson et  al., 2019; Stern & Solomon, 
2006; Weaver, 2006). Various factors have to be considered, including the timing, 
scope, and specificity of feedback relative to students’ errors. Educators have to nav-
igate these intricate decision-making processes, a task that has several challenges 
and does not guarantee successful outcomes (Crosthwaite et al., 2020).

However, the emergence of technological innovations has prompted a paradigm 
shift in education. Among these innovations, artificial intelligence (AI) and large 
language models (LLMs) afford educators the means to streamline tasks, such as 
text correction and grading. In this respect, AI can become instrumental in stream-
lining the feedback process and significantly alleviate the pedagogical burden on 
educators (Jia et al., 2022).

One of the most popular AIs is ChatGPT. Developed by OpenAI, this state-of-
the-art natural language processing (NLP) system is based on the learning model 
known as the Generative Pre-trained Transformer (GPT). Drawing from an exten-
sive collection of texts, it has been subjected to comprehensive training, allowing it 
not only to understand the context but also to produce responses with a high degree 
of coherence and a touch of creativity. Its versatility and adaptability render it a use-
ful tool across a multitude of applications, ranging from the automation of customer 
service to the delivery of educational tutoring frameworks. It exhibited proficiency 
in detecting linguistic errors (Abdullayeva & Musayeva, 2023), but also in providing 
suggestions for improvements to text style and structure.

The discourse surrounding the quality of AI-generated feedback quality, par-
ticularly compared to instructor-generated one, remains active. For example, there 
is research suggesting that the effects of AI-generated feedback on students differ 
from those of educator-generated one (Han & Sari, 2022; Wang & Han, 2022). 
Conversely, other studies have indicated no significant differences (Escalante et al., 
2023). The quality of AI-generated feedback has yielded contradictory findings. 
Some researchers asserted that educators offer superior feedback compared to AI 
systems like ChatGPT (e.g., Steiss et al., 2024), highlighting that without specific 
training in feedback generation, AI feedback is of limited value (e.g., Yoon et al., 
2023). However, others have concluded that AI feedback is not only less time-con-
suming but also superior in quality in certain categories compared to expert feed-
back (Jacobsen & Weber, 2023). This has led to recommendations for a blended 
approach that leverages the strengths of both feedback forms (Escalante et al., 2023).

To contribute to the ongoing discourse, it was considered interesting to conduct 
a case study comparing the corrections and feedback provided by an AI, specifically 
ChatGPT, with those offered by educators on student assignments. For reasons that 
will be further elaborated in the coming sections, it was decided to focus on short 
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essays written by primary school students in both the English and Greek languages. 
The structure of this paper is organized as follows. Initially, a review of the litera-
ture explores the function of feedback, followed by the literature that discusses the 
application of AI in the realm of correction and feedback. Then, the study’s research 
methodology is presented followed by the results. The subsequent discussion of the 
results concludes the work.

2  The role of feedback in the educational process

Hattie and Timperley (2007), defined feedback as information given by an agent 
(e.g. teachers, peers, and parents) concerning the performance or comprehension of 
a given subject matter. Its significance within the educational paradigm has been 
the subject of extensive scholarly discourse, with numerous studies examining its 
efficacy and the characteristics that encapsulate constructive and effective feedback 
modalities. Most academics support that feedback serves a pivotal role in enhanc-
ing the clarity with which students perceive their errors, thus, mitigating the risk of 
error perpetuation (Ai, 2017). There are several feedback types (e.g., formal, infor-
mal, summative, peer feedback, self-feedback, corrective, performance, explicit, and 
implicit) and several feedback classifications. For example, Hattie and Timperley 
(2007) in their seminal work, argued that there are four key feedback categories:

• Outcome-oriented feedback. This category refers to feedback that assesses the 
accuracy of an assignment. It informs learners about the correctness of their 
work, but also provides directions for improvement (e.g. "You must include X in 
your work").

• Process-focused feedback. This type focuses on the process of completing a task 
(e.g. "You need to process the task based on the theory we examined to make it 
more understandable").

• Self-regulation feedback. This category encompasses feedback that influences a 
student’s ability to evaluate their performance and adjust their learning strategies 
accordingly. It also impacts their self-efficacy and, subsequently, their percep-
tion of achievement (e.g., "Your grasp of the theory is evident. Now, focus on its 
practical application within your work.").

• Personalized feedback. Finally, this type of feedback addresses the individual char-
acteristics of the learner, potentially extending beyond the scope of the task itself. 
It affirms the student’s efforts and can contribute positively to their motivation.

Other scholars have delineated feedback into three distinct types: positive, nega-
tive, and non-corrective (Lin et  al., 2022). Positive feedback commends student 
achievements and motivates them to build upon their success. Conversely, nega-
tive feedback offers a critique of student performance, intending to rectify ineffec-
tive strategies (Stern & Solomon, 2006; Weaver, 2006). Effective feedback has to 
encompass both commendation and critique, fostering a balanced and constructive 
learning environment. Non-corrective feedback is designed to bolster student pro-
ficiency in subsequent, similar tasks (Ryan et  al., 2021). Moreover, feedback may 
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entail comments that either verify responses or stimulate further processing (Shute, 
2008). Verification feedback ascertains the correctness of responses, while process-
ing feedback delves into the rationale behind those responses, with the latter being 
deemed more effective in promoting deeper learning (Hattie & Timperley, 2007; 
Shute, 2008). It is also worth noting that feedback addressing incorrect responses 
was considered more impactful in enhancing learning than feedback affirming cor-
rect responses (Clariana et al., 2000).

The style in which feedback is presented significantly influences student out-
comes. Demonstrating kindness and exercising discretion are pivotal in bolstering 
the performance of students, particularly those facing learning challenges (McLaren 
et al., 2011). While feedback must incorporate constructive criticism, it must also be 
dispensed in a fashion that preserves the equilibrium of the student–teacher relation-
ship (Wang et al., 2008). Empirical studies have shown that the delivery of praise 
requires careful consideration, as it may diminish students’ willingness to accept 
their errors (Maclellan, 2005). General praise, such as "Good effort," fails to convey 
substantive feedback and may be counterproductive. Hattie and Timperley (2007) 
argued that when students receive nondescript praise following a successful task 
or neutral comments after an unsuccessful attempt, they might perceive this as an 
indication of the teacher’s disinterest. To avoid this, it is recommended that feed-
back should be specific and articulate the aspects of the work a student has executed 
proficiently (e.g., "The structure of your work is commendable") (Lin et al., 2022). 
However feedback must be customized to align with each student’s unique require-
ments, a sentiment echoed by scholars who advocated that one should be mindful of 
the diverse interpretations that different students may have in response to the same 
feedback (Henderson et al., 2019). Furthermore, it is crucial to take into considera-
tion the distinct linguistic and cultural backgrounds of students, as this awareness is 
integral to furnishing quality feedback (Osakwe et al., 2022).

Research indicated that feedback provided in the form of questions is more effec-
tive in enhancing students’ self-regulatory abilities as compared to statements (Hat-
tie, 2012). Despite this evidence, it appears that this strategy is not widely imple-
mented by educators. Moreover, the timeliness of feedback is critical; prompt 
feedback is more beneficial than a delayed one. Carless et al. (2011) found that stu-
dents are prone to disregard feedback given after the completion of an assignment, 
due to a disconnection with the relevant content. Consequently, delayed feedback 
can act as a deterrent to student engagement (Poulos & Mahony, 2008).

The complexity of crafting effective feedback is amplified by the diverse and 
extensive range of possible responses. Due to this complexity, researchers suggested 
the provision of personalizing feedback, that acknowledges individual learning 
styles and can positively influence students’ perceptions, the acquisition of knowl-
edge, and their interactions with educators (Vasilyeva et al., 2007).

All in all, feedback is an intricate construct, designed to enlighten students 
regarding their perceptions, study habits, and dispositions, and how these elements 
coalesce to impact their academic outcomes (Boud & Falchikov, 2007; Hender-
son et al., 2019). In addition, feedback illuminates potential areas for enhancement 
(Parikh et al., 2001). Yet, providing effective feedback seems to be a challenging task 
for educators (Matcha et al., 2019). They frequently default to offering superficial 
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remarks that provide inadequate inspiration or direction for students (Weaver, 2006). 
Nevertheless, it is crucial to recognize that the impact of feedback is not uniform; 
rather, it is modulated by a multitude of individual and situational variables (Narciss 
et al., 2014).

As far as feedback related to young students’ writing skills is concerned, there 
are some additional issues that need to be considered, given that, despite its sig-
nificance, writing is an inherently complex task. As a result, many primary school 
students face difficulties (Graham, 2018). Moreover, younger students often spend 
minimal time on planning and revising their texts, resulting in shorter writings with 
numerous errors (Troia, 2006). Given these challenges, merely assigning grades to 
students’ writings is insufficient to enhance the quality of their compositions (Parr & 
Timperley, 2010). On the other hand, feedback on writing has proven to be a power-
ful tool for increasing both the quantity and quality of writing among elementary 
and middle school students (Barrett et al., 2020). Besides, feedback that empowers 
young writers and enhances their understanding is essential for preventing literacy 
problems, which are best addressed in the early years of schooling (Graham et al., 
2015a, b). Effective feedback on writing can focus on various aspects such as word 
choice, ideas, and organization (Schirmer & Bailey, 2000). These, alongside the 
provision of clear goals and steps for improvement can significantly foster students’ 
writing skills (Brookhart, 2008). Research indicated that adults, such as teachers, are 
the most effective providers of feedback regarding students’ text quality compared to 
peers and self-assessment (Graham et al., 2015a, b). However, young and struggling 
students may not receive adequate feedback by their teachers (Han & Xu, 2020) or 
not fully comprehend it or even perceive it negatively (Marrs et al., 2016). Addition-
ally, students who find writing challenging often do not make good use of the feed-
back they were provided (Altstaedter & Doolittle, 2014).

3  The utilization of automated writing evaluation systems 
and artificial intelligence in task correction and feedback provision 
for students’ writing

The scholarly work surrounding the implementation of AI in educational contexts 
is rapidly expanding. A degree of skepticism exists, as some argue that current evi-
dence supporting its utility and alignment with established pedagogical principles 
remains inadequate (Zawacki-Richter et al., 2019). Others call for a more systematic 
application of AI in educational practices to ensure its efficacy (Gong et al., 2020). 
In contrast to the skeptics, empirical studies indicated that AI fostered positive atti-
tudes among students regarding its usage (Chiu et al., 2022), while educators have 
experienced enhanced autonomy and an augmentation of their role (Chatterjee & 
Bhattacharjee, 2020).

Concentrating on the domain of automated task correction and grading of writ-
ten tasks, the role of AI has been scrutinized through various research endeavors. 
For example, Grammarly, an AI-powered English language writing aid, was found 
to significantly bolster student academic outcomes by reducing the frequency of 
spelling and grammatical errors (Sanosi, 2022). Grammarly’s effects on various 
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dimensions of writing skills, such as task achievement, coherence and cohesion, 
lexicon, and grammatical accuracy were also the focus of another study (Wei et al., 
2023). It was revealed that the group of students who utilized Grammarly demon-
strated superior performance across all aspects of writing skills. Yet, it was also evi-
dent that the learners’ initial proficiency levels significantly influenced their subse-
quent writing outcomes. The e-rater engine, an integral component of the Criterion 
writing service, has demonstrated a 90% correction accuracy rate, coupled with a 
0.76 correlation with human grading outcomes (Azmi et al., 2019). The efficacy of 
Juku, an automated writing evaluation system employed in China for English lan-
guage instruction, has received positive feedback from both students and teachers, 
although there were instances of inadequacy in properly evaluating written tasks in 
terms of structure, coherence, and content (Lu, 2019). Chang et al., 2024) reviewed 
the evidence currently available on the performance of AIs, across a variety of tasks. 
They reported that, for writing tasks, AIs performed consistently across different 
genres, including argumentative and creative writing. There was also evidence that 
AIs can successfully evaluate text quality without the use of reference texts and that 
they outperform most existing automated algorithms (Chen et al., 2023). Yet, others 
have proposed that AI’s proficiency in error correction is limited to specific catego-
ries (Fitria, 2021).

Overall, it seems that automated text scoring systems promote consistency and 
objectivity in assessment practices (Hussein et  al., 2019). Meanwhile, they can 
address grammatical and syntactic errors, thereby streamlining the overall peda-
gogical process (Link et al., 2022). Then again, text evaluation requires taking into 
account many parameters such as relevance to the question, content, and coherence, 
areas in which AIs need to be improved (Ramesh & Sanampudi, 2022). Moreover, 
there is a challenge associated with the evaluation of creative writing and the expres-
sion of original ideas, a realm where LLMs have not yet matched human evaluators. 
This limitation is further pronounced due to the prevailing deficit in their linguistic 
diversity, a critical issue considering the variable nature of text structures across dif-
ferent languages. Consequently, LLMs may not consistently deliver a level of cor-
rection on par with a meticulous and diligent human rater (Murphy, 2019; Wang 
et al., 2022).

Besides correction, the provision of automatically generated feedback has been at 
the heart of several studies. For example, Jia et al. (2022) utilized the Insta-Reviewer 
platform and concluded that it can indeed generate feedback comparable to that of 
educators. Another study, focusing on the evolution of written expression, has estab-
lished that such feedback can significantly bolster self-regulatory practices and con-
tribute to the refinement of writing skills (Osawa, 2023). Furthermore, Cavalcanti 
et  al. (2021) literature review has revealed that while a majority of the reviewed 
studies (65.07%) concluded that automated feedback catalyzed enhancements in stu-
dent performance, a substantial proportion (46.03%) failed to affirm its efficacy in 
diminishing the workload of educators. In addition, in an overwhelming 82.53% of 
the studies, there was no evidence of the superiority of teacher-generated feedback 
over its AI-generated counterpart.

Then again, there are drawbacks; text overcorrection, the potential for induc-
ing cognitive overload in students, and the delivery of inadequate explanations are 
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among the documented concerns (Barrot, 2023). Others postulated that automated 
feedback falls short when compared to that provided by humans, attributed to a lack 
of tailored recommendations and, on occasion, the provision of inaccurate informa-
tion. In addition, repeated sentences were observed in scenarios where there was a 
need for differentiated feedback (Jia et  al., 2022). There were also cases in which 
although students expressed favorable perceptions of such feedback, this was not 
translated into academic progress (Huang & Renandya, 2020). Investigations have 
illuminated a concerning trend where students either neglected to verify the validity 
of the feedback they received or became excessively reliant upon it, leading to sub-
optimal academic outcomes (Koltovskaia, 2020). Others suggested that AI systems 
must evolve to dispense personalized feedback, attuned to the individual’s personal-
ity traits and linguistic competencies (Conati et al., 2021). Moreover, the suggestion 
has been made that AI-generated feedback should adopt a less directive approach 
to foster self-motivation and self-correction, as these are beneficial particularly for 
students who have strong learning motivation or limited language abilities (Liang 
et al., 2023).

It is important to note that studies examining the use of AI in the context of writ-
ten tasks of young learners, specifically those in primary education, are limited and 
do not directly address the quality of corrections or feedback provided by these sys-
tems. For instance, Jang et al. (2023) investigated whether an AI-infused feedback 
mechanism, which provided diagnostic scaffolding to young writers, could support 
their metacognitive control. Additionally, the work of Ali et al. (2023) demonstrated 
that the use of AI, specifically ChatGPT, motivated primary school students to 
develop their reading and writing skills, although its impact on listening and speak-
ing skills was found to be neutral.

Finally, there are studies comparatively examining automated and teacher feed-
back, reaching interesting conclusions. Tian and Zhou (2020) supported that despite 
automated feedback being usually more extensive than teacher feedback, students 
tend to ignore it. In addition, it seems teacher feedback has a positive effect on stu-
dents’ psychological state, while automated feedback seems to lead to higher lan-
guage proficiency performances, as it focuses more on grammar and syntax (Han & 
Sari, 2022; Wang & Han, 2022). Other researchers suggested reconciling the ben-
efits of teachers’ feedback with that of AI; teachers could strategically leverage auto-
mated feedback to better assess learning needs (Di Placito & Mortensen, 2023).

4  ChatGPT

ChatGPT is one of the most popular AIs. The literature related to its applications 
is growing rapidly, while the views are often conflicting indicative of the intense 
debate caused by the advent of LLMs. For example, Aydın and Karaarslan (2022) 
suggested that the process of writing an academic paper will require less human 
effort, allowing scientists to focus on their research more efficiently, while Floridi 
and Chiriatti (2020) characterized ChatGPT as uninformed science fiction. Others 
pointed out the weaknesses, risks, limitations, and social implications of using Chat-
GPT (e.g., Borji, 2023).
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ChatGPT can be used in many educational settings, such as language learning 
(Athanassopoulos et al., 2023), feedback on student assignments (Fuchs, 2023), but 
also the consolidation of a clearer, fairer grading system (Altamimi, 2023; Glaser, 
2023). Its utilization within the realm of tertiary education has garnered consider-
able scholarly attention. On one hand, there are concerns regarding its potential to 
facilitate plagiarism, erode the credibility of written assessments, compromise con-
textual understanding, undermine academic integrity, and diminish the development 
of cognitive skills (e.g., Farrokhnia et al., 2023). On the other hand, scholars recog-
nized its contributions such as the provision of automated correction and feedback 
for student assignments (e.g., Mizumoto & Eguchi, 2023). Research has also been 
conducted to explore the pedagogical implications of ChatGPT at the school level, 
for example, for enhancing specific skills (Woo et al., 2023) and for augmenting the 
overall learning experience (Zhang & Tur, 2023).

The spectrum of errors detected by ChatGPT extended across numerous linguistic 
dimensions, encompassing grammatical, lexical, spelling, and punctuation-related 
inaccuracies (Abdullayeva & Musayeva, 2023). In an interesting study, the authors 
used ChatGPT-3 to automatically score 12,100 essays written in English from indi-
viduals speaking 11 different languages (Mizumoto & Eguchi, 2023). They found 
that it has a certain level of accuracy and reliability, providing valuable support for 
human evaluations. Furthermore, they argued that by utilizing linguistic features the 
accuracy of the scoring could be enhanced. In the study conducted by Fang et al. 
(2023), ChatGPT’s performance in correcting grammatical errors across three dif-
ferent languages was assessed. The results and subsequent human evaluations dem-
onstrated that ChatGPT possesses exceptional error detection capabilities. However, 
it was also observed that ChatGPT tends to over-correct and does not consistently 
adhere to the principle of minimal edits.

In the realm of feedback provision, there is literature suggesting that ChatGPT 
has the potential to facilitate feedback practices (e.g., Katz et al., 2023). However, 
this body of literature is currently limited. For example, it exhibited the capacity 
to offer recommendations aimed at the enhancement of stylistic and structural ele-
ments within a text, potentially elevating its readability. A noteworthy finding was 
that feedback from ChatGPT typically includes a task summary and its rationale, 
in contrast to the predominance of brief evaluative remarks found in teacher feed-
back (Dai et  al., 2023). This characteristic positions ChatGPT as a tool with sig-
nificant potential to advance the feedback process across a variety of educational 
assessments, including but not limited to multiple-choice, essay, fill-in-the-blanks, 
and short-answer formats (González-Calatayud et al., 2021; Sein, 2022).

There are also studies comparatively examining the differences in feedback gen-
erated by ChatGPT and humans. For instance, Banihashem et al. (2024) found that 
ChatGPT provided more descriptive feedback, offering detailed information on 
the essay’s writing style. In contrast, peer feedback focused on identifying prob-
lems within the essay. The findings suggested a complementary role for ChatGPT 
and students in the feedback process. Moreover, there was no significant relation-
ship between the quality of the essays and the quality of the feedback provided by 
either ChatGPT or peers, implying that the quality of the essays did not influence the 
feedback’s quality. The findings in the study by Steiss et al. (2024) were markedly 
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different; human raters consistently excelled in delivering high-quality feedback 
across all categories except for criteria-based feedback. Furthermore, the research 
highlighted distinctive variations in feedback quality between AI and human raters, 
depending on the quality of the essays. Jansen et al. (2024) conducted an evaluation 
on the effectiveness of feedback for students’ argumentative writing, comparing the 
performance of ChatGPT-3.5 with that of expert-generated feedback. Their findings 
revealed that AI-generated feedback was deemed useful in 59% of cases, in con-
trast to the 88% usefulness rating for expert feedback. Notably, 23% of participants 
expressed a preference for providing AI-generated feedback to students. Moreover, 
others noted that, without training, ChatGPT is of limited value, especially in the 
context of providing feedback related to the coherence and cohesion of essays (Yoon 
et al., 2023).

It should also be acknowledged that the ultimate endorsement of the feedback 
generated by ChatGPT remains within the purview of educators (O’Cain et  al., 
2023). Furthermore, the reliability of the outcomes heavily relies on both the prompt 
(i.e., a set of directives for ChatGPT elucidating the task at hand and the manner of 
its execution) and the input text (De Winter et al., 2023). Finally, it is worth men-
tioning that ChatGPT’s processing of the linguistic diversity and subtle nuances 
inherent in human language is not uniformly accurate, a limitation that could affect 
feedback quality (Fuchs, 2023).

5  Method

What can be concluded from the above presentation of the literature, is that the 
debate surrounding the capabilities and limitations of AI-generated corrections and 
feedback is still unresolved. This ongoing debate stems from the multifaceted nature 
of feedback, which, to be deemed effective and comprehensive, demands considera-
tion of several parameters. In addition, while AI-generated corrections, grading, and 
feedback have demonstrated proficiency in particular domains, they exhibited defi-
ciencies, notably in the realm of linguistic diversity. Moreover, the literature com-
paratively examining AI and human-generated corrections and feedback is rather 
limited. In light of these considerations, a study was designed and implemented to 
provide answers to the following research questions:

• RQ1a-c. How do the corrections made by ChatGPT on primary school students’ 
short essays written in English and Greek compare to those made by educators in 
terms of (a) grammatical, syntactical, and spelling mistakes found, (b) the feed-
back comments (henceforth referred as feedback) provided to them in terms of 
focus, orientation, and style/tone, and (c) grading?

• RQ2. Does ChatGPT exhibit any variance in its approach to providing correc-
tions and feedback for texts in English as compared to those in Greek?

Concerning the above RQs, some points need clarification. Firstly, ChatGPT was 
chosen because of its popularity and because there is some evidence suggesting that it 
can perform better than other AIs in certain tasks (e.g., Borji & Mohammadian, 2023; 
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Lossio-Ventura et al., 2024; Wu et al., 2023; Zhong et al., 2023). Secondly, it was con-
sidered important to focus on texts sourced from primary school learners. This deci-
sion stemmed from the recognition that primary education fundamentally differs from 
other educational levels. Primarily, the curriculum at the primary level is focused on 
the development of basic literacy and numeracy skills, centering on core disciplines 
such as reading, writing, and maths, that are fundamental for students’ success in all 
subsequent academic pursuits. Therefore, the quality of feedback and the accuracy of 
corrections that students receive during this period are of paramount importance.

Thirdly, in the context of primary education, educators typically furnish compre-
hensive feedback comments on assignments related to language skills, which often 
take the form of written essays. These essays play a pivotal role in fostering the devel-
opment of students’ linguistic capabilities. Indeed, in Greece, students are tasked with 
the production of essays as an integral component of their Greek language or EFL 
courses. This pedagogical exercise may take the form of homework or an in-class 
activity. When assigned as homework, the essays demonstrate a coherent structure and 
contain minimal errors, attributable to the ample time provided for their composition. 
Furthermore, this setting allows for parental guidance or the intervention of private 
tutors to facilitate revisions. In contrast, when essay writing occurs within the class-
room, students face temporal constraints, as they typically have 20 to 30 min to com-
plete the task. As a result, their essays are short (just a couple of paragraphs) and not 
so well-rehearsed. In this respect, it can be argued that such unassisted texts offer a 
more authentic reflection of students’ language proficiency, allowing educators to pro-
vide targeted corrections and substantive feedback. For that matter, the study elected 
to focus on short essays derived from the latter scenario.

In addition, it was decided to compare the proficiency of ChatGPT’s corrective 
and feedback mechanisms in English (a language in which one can argue that it was 
thoroughly trained) with those in Greek, where its training was presumed to be less 
comprehensive. This investigative necessity was not only grounded on the literature 
presented in the preceding sections but also surfaced during the preliminary phase 
of the study. Upon experimenting with various prompts targeting text correction and 
feedback, a differentiation in performance was noted with ChatGPT v3.5 (the freely 
accessible version of the tool). In the English texts, the AI displayed a heightened 
accuracy in error detection and delivered detailed feedback. In contrast, with Greek 
inputs, ChatGPT v3.5 failed to identify errors, erroneously flagged correct words and 
passages as incorrect, and the overall quality of its responses bore childish grammati-
cal and syntactical mistakes.

Finally, feedback, as established in the previous sections, is inherently a multi-
faceted concept. In the pursuit of a more comprehensive understanding, this study 
investigated three principal feedback components: (i) focus, which pertains to the 
particular facets of the students’ writings that the feedback addressed, (ii) orienta-
tion, for which the classification of Hattie and Timperley (2007) served as a guiding 
framework, and (iii) style/tone, ascertained through the linguistic choices employed 
within the feedback.

To examine the RQs, the study employed a mixed-methods research approach, as 
will be presented in the section "Procedures and data preparation."
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5.1  Participants

An invitation to participate was issued to primary school and EFL teachers via social 
media platforms, including details for the objectives and methods of the study. Conse-
quently, 20 individuals expressed their willingness to participate, allocated into two groups 
of equal size (ten primary school teachers and ten EFL instructors who also fulfilled their 
teaching roles in primary schools). All participants had more than ten years of teaching 
experience (M = 14.75, SD = 3.80), their age range was between 37 and 51 (M = 43.15, 
SD = 4.39), and most were females (n = 13). All participants were native Greeks. Ethical 
clearance for the project was granted by the university’s ethical committee, and each par-
ticipant provided informed consent prior to their engagement in the study.

5.2  Materials

Several teachers, not participating in the study, were asked to supply genuine student 
short essays. Out of these, 20 Greek and 20 English texts were randomly selected, 
belonging to students eight to eleven years old, with each text averaging approxi-
mately 200 words in length. As far as the English texts were concerned, the lan-
guage level according to the Common European Framework of Reference was A2 
to B1. All personal data (e.g., students’ names, dates, and schools) were removed. 
Because the texts were handwritten and the subsequent requirement for analysis by 
ChatGPT, the texts were transcribed verbatim into a digital document.

5.3  Instruments

As mentioned at the begging of the "Method" section, ChatGPT v.3.5 was deficient 
in its ability to accurately correct texts written in Greek. In response to this limitation, 
ChatGPT v.4 turbo (preview 1106) was employed. As v.4 represented the latest ver-
sion available during the time the study was conducted, it was assumed that its perfor-
mance would surpass that of its predecessor. Given that access to this version neces-
sitated a subscription, it was decided to use GhostWriter (https:// www. ghost writer- ai. 
com/), a paid add-on for Microsoft Word, which allows access to this version.

To gather data from ChatGPT related to the correction of students’ texts (RQ1a-
c), it was imperative to formulate a thorough prompt, as the efficacy of ChatGPT in 
accomplishing any task relies on the clarity of the task’s outline and the specificity 
of the instructions provided. To this end, several prompts underwent rigorous test-
ing using a small set of students’ essays. The outcomes were subjected to validation, 
leading to subsequent refinements in the prompt. The prompt that was finally used 
for correcting students’ English and Greek texts was the following:

"I want you to act as an EFL teacher [Greek primary school teacher]. Below there 
is a text written by one of your students. Since the text is in English [Greek], use 
all the knowledge you have about the English [Greek] language. Make a list of the 
grammar mistakes, syntax mistakes, and spelling mistakes you detected. [Keep 
in mind that, in the Greek language, the incorrect placement of a stress mark or 
lack of a stress mark in a word that should have one, is considered a spelling mis-

https://www.ghostwriter-ai.com/
https://www.ghostwriter-ai.com/
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take]. Do not list the same mistake twice. Do not group similar mistakes, list them 
separately. Also, in a second list, I want you to record comments regarding the 
strengths of the text, that is the positive elements you found in its grammar, spell-
ing, syntax, expression, structure, and content. In a third list, I want you to record 
your comments on the text regarding the weaknesses you found in its grammar, 
spelling, syntax, expression, structure, and content. Then, write summative com-
ments as feedback to the student, using as a basis the mistakes you found, as well 
as the comments you made about the strengths and weaknesses of the text. On the 
basis of the severity of the mistakes you found, as well as on the basis of the com-
ments you made and the feedback you provided, assess the text on a 1-10 grading 
scale. Do not justify your grade. Do not re-write the text with corrections. The 
text I want you to check is the following: ’…’"

Comments on the prompt.

• The initial directive, "I want you to act as an EFL teacher [Greek primary school 
teacher]," mandated that ChatGPT adopt the persona of an EFL educator or a 
primary school teacher, necessitating behavior befitting said roles. This type of 
directive is prevalent in contexts where ChatGPT is expected to demonstrate 
expertise within a specific domain.

• Subsequently, the instruction, "Since the text is in English [Greek], use all the 
knowledge you have about the English [Greek] language," served as a mandate 
for ChatGPT to engage its full linguistic capabilities in English or Greek.

• To avoid redundancy, the clause, "Do not list the same mistake twice," was inte-
grated. This was particularly pertinent as students often repeat the same mistake 
within their writings.

• Moreover, the condition, "Do not group similar mistakes, list them separately," 
addressed an observed tendency of ChatGPT to present errors as collective 
grammatical or syntactical issues without specification.

• The guideline, "Then, write summative comments as feedback to the student, 
using as a basis…," provided ChatGPT with a framework for constructing com-
prehensive feedback. Please note that it was purposively not instructed to provide 
a specific type/category of feedback to avoid narrowing the scope of its response.

• In the realm of assessment, the directive, "On the basis of the severity of the mistakes 
you found, …assess the text on a 1–10 grading scale," delineated the criteria Chat-
GPT should employ in evaluating student texts. More detailed instructions could have 
been given (e.g., a specific number of points could have been allocated for each type 
of mistake or the positive/negative aspects of the text). Yet, no rule of thumb could 
have been followed. Moreover, a text might have many mistakes but the structure and 
content might be good or vice versa. As teachers deal with each case on an individual-
ized basis, it was decided not to be very specific on how ChatGPT graded the texts.

• The mandate, "Do not justify your grade…," was based on the assumption that 
the feedback provided sufficient explanation for the assigned grade.
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• Lastly, the instruction, "Do not re-write the text with corrections…," was 
included to prevent ChatGPT from generating revised versions of student texts, a 
practice that had been noted in initial prompt formulations.

In addition to basic functionalities, GhostWriter provides a suite of customization 
options for modulating various dimensions of ChatGPT’s response, without the need 
to include them in the prompt. To more closely mirror the response of an educator, 
the decision was made to adjust the response style to "instructive." Moreover, the 
creativity parameter was increased to 0.8 from the default 0.7 to infuse the responses 
with a heightened level of inventiveness.

For collecting data from the educators, a total of 40 Google Forms were used, equal 
to the number of texts. Within each form, participants were presented with the text in 
need of correction, instructions on how to correct it (identical to the instructions given 
to ChatGPT), followed by a sequentially organized array of fields. Namely, there was a 
field for recording the mistakes they found, one for recording their positive comments, 
another one for recording their negative ones, followed by a field for providing their 
overall feedback. In the final field, the respondents could provide their grade.

5.4  Procedures and data preparation

Educators were granted access to Google Forms and were tasked with the correc-
tion of the short essays (20 in Greek or 20 in English, depending on their expertise) 
within 24 h. Although, in reality, educators need less time to assess and correct stu-
dents’ assignments, the necessity of performing these corrections in a digital format 
was identified as a contributing factor to procedural delays; therefore, it was decided 
to provide them a day to complete this task. The compiled results were exported to 
a spreadsheet. The authors corrected students’ essays using ChatGPT, with the out-
comes being integrated into the previously utilized spreadsheet. During this phase, 
ChatGPT’s outputs were reviewed to verify the adherence of its responses to the spe-
cific guidelines it was given and to prevent instances where ChatGPT might furnish 
off-topic or wholly inaccurate responses.

In the quantitative component of the data analyses, the mistakes identified by 
both the educators and ChatGPT were enumerated. Additionally, the word count 
of the feedback provided on each text was calculated. As noted in a previous sec-
tion, ChatGPT had, on occasion, mistakenly identified accurate words and textual 
fragments as erroneous. Instances of such inaccuracies were also enumerated (for 
both the English and Greek texts, and both the educators and ChatGPT). The data-
set which included 40 responses generated by ChatGPT (20 texts per language X 
2 languages) and 400 responses provided by participating educators (10 educators 
per language X 2 languages X 20 texts per language) was exported to SPSS 29 for 
statistical analysis.

The qualitative part involved three stages. In the first, NVivo v.1.7 was 
employed as a tool to perform the thematic analyses of the feedback of both 
the educators and ChatGPT, in order to determine their focus. In addition, a 
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content analysis was undertaken, again using NVivo, to ascertain the orienta-
tion characterizing the feedback provided by educators and ChatGPT. As stated 
earlier, this analysis was anchored in the framework of Hattie and Timperley 
(2007), which delineates feedback into four distinct types: outcome-oriented, 
process-focused, self-regulation, and personalized feedback. Both stages were 
conducted by a pair of skilled coders to mitigate the influence of subjectivity 
and to bolster the overall reliability and credibility of the data interpretation 
process. These individuals underwent extensive training across multiple ses-
sions utilizing a representative subset of the dataset. This training process con-
tinued until they reached a high degree of intercoder reliability, as reflected by 
Cohen’s kappa coefficient of 0.81. The results of these two stages of the quali-
tative analyses presented in the coming section, were derived from averaging 
the findings of both coders.

In the third stage, LIWC-22 (https:// www. liwc. app/) was employed, to perform 
lexical analysis of the educators’ and ChatGPT’s feedback, in order to determine 
its style/tone. The Linguistic Inquiry and Word Count (LIWC) tool analyzes texts 
by evaluating each constituent word against a dictionary that includes catego-
ries of words that possess psychological significance, including but not limited to, 
emotions, cognitive processes, and social language (Pennebaker et  al., 2022). The 
occurrence of these lexical categories offers insights into the author’s psychological 
state or condition. As effective feedback is also related to linguistic style, features 
extracted by LIWC were of relevance to the study, as they elucidated the structural 
and emotional attributes of the feedback. Although LIWC-22 can analyze over 100 
dimensions, four summary measures were selected:

• Analytical thinking quantifies the extent to which an individual’s language 
reflects structured, logical, and hierarchical thought processes. High scores 
are indicative of language that aligns with academic performance and reason-
ing capabilities. Conversely, a score falling below 50 suggests a warmer, more 
approachable, and friendly linguistic style.

• Clout assesses the demonstration of social dominance, leadership, and confidence. This 
measure provides insights into the writer’s social influence and perceived authority.

• Authenticity measures the degree of genuineness. Low Authenticity scores 
(< 50) typically indicate prepared texts (e.g., speeches) or texts in which indi-
viduals exercise caution and socially reserved behavior. In contrast, high Authen-
ticity scores are often found in unguarded discourse, such as casual dialogues 
among friends.

• Emotional tone consolidates the spectrum of affective expression into a singular 
metric. Higher values correspond to a more positive sentiment, whereas values 
below the midpoint are suggestive of a predominately negative emotional tone.

Please note that the comments related to the strengths and weaknesses of stu-
dents’ texts were not analyzed. Their purpose was to provide a basis for both the 
educators and ChatGPT to formulate their feedback.

https://www.liwc.app/
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6  Results

6.1  Quantitative analyses

Table 1 presents descriptive statistics for the study’s variables. Prior to conduct-
ing One-way ANOVA tests, which aimed to discern disparities in the correc-
tions and feedback provided by educators and ChatGPT, as well as between the 
two languages within the educators’ and ChatGPT’s corrections, an assessment 
of the data’s suitability for this statistical method was undertaken. As a non-nor-
mal distribution of the dataset and a breach of the homogeneity of variance were 
observed, the Mann–Whitney U test was used, a robust non-parametric alternative. 
The results are presented in Tables 2 and 3.

Table 1  Descriptive statistics for the study’s variables

Language Educators ChatGPT

min max M SD min max M SD

English Mistakes correct 4 38 14.79 5.94 7 30 17.90 5.76
Mistakes wrong 0 0 0.00 0.00 0 0 0.00 0.00
Feedback 2 141 38.69 18.69 121 268 189.25 37.79
Grade 1 10 5.89 1.89 3 6 4.40 0.75

Greek Mistakes correct 2 61 23.01 13.67 6 35 17.95 7.92
Mistakes wrong 0 0 0.00 0.00 0 5 0.90 1.17
Feedback 7 330 68.38 45.71 85 200 127.15 30.35
Grade 2 10 6.01 1.75 4 6 5.55 0.69

Table 2  Comparison between the educators and ChatGPT

For the interpretation of the effect sizes, the following cutoff values were used: 0.010-small, 
0.059-medium, 0.138 or higher-large (Cohen, 2013)

Language Mistakes correct Mistakes wrong Feedback Grade

English Mean rank educators 107.42 110.50 100.51 115.81
Mean rank ChatGPT 141.28 110.50 210.45 57.45
Mann–Whitney U 1384.50 2000.00 1.00 939.00
z -2.271 0.000 -7.367 -3.959
p 0.023 1.000  < 0.001  < 0.001
η2 0.023 0.000 0.247 0.071
Effect size interpretation small-medium - very large medium-large

Greek Mean rank educators 112.20 104.50 102.86 112.27
Mean rank ChatGPT 93.53 170.50 186.95 92.78
Mann–Whitney U 1660.50 800.00 471.00 1645.50
z -1.252 -11.237 -5.634 -1.326
p 0.211  < 0.001  < 0.001 0.185
η2 0.007 0.574 0.144 0.008
Effect size interpretation - very large large -
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6.2  Qualitative analyses

6.2.1  Feedback’s focus

During the thematic analyses of the data regarding the focus of the feedback, the fol-
lowing themes emerged for both the English and Greek texts and for both educators 
and ChatGPT:

• Language mechanics. This theme encompassed the technical aspects of writing 
that contribute to its overall quality, including codes such as comments on gram-
mar, spelling, and punctuation. It reflected the students’ grasp of language rules 
and their ability to apply them correctly.

• Effectiveness of expression. This theme dealt with the precision and clarity of 
expression in the students’ writing. It involved codes such as accurate word 
choice, specificity in detail, expression of students’ emotions and experiences, 
and maintaining a clear message throughout the text.

• Content structure. This theme highlighted the importance of organizing thoughts 
in a logical and reader-friendly manner. It included codes such as text coherence 
and paragraph and text structure.

Table 3  Comparison between the English and Greek texts

Grader Mistakes correct Mistakes wrong Feedback Grade

Educators Mean rank English 163.60 200.50 153.98 197.32
Mean rank Greek 237.41 200.50 247.02 203.68
Mann–Whitney U 12,619.000 20,000.000 10,696.00 19,364.00
z -6.390 0.000 -8.049 -0.557
p  < 0.001 1.000  < 0.001 0.577
η2 0.102 0.000 0.162 0.001
Effect size interpretation medium-large - large -

ChatGPT Mean rank English 20.95 14.50 28.85 13.58
Mean rank Greek 20.05 26.50 12.15 27.43
Mann–Whitney U 191.00 80.00 33.00 61.500
z -0.244 -4.039 -4.519 -3.973
p 0.820  < 0.001  < 0.001  < 0.001
η2 0.001 0.408 0.511 0.395
Effect size interpretation - very large very large very large

Table 4  Comparison between 
educators’ and ChatGPT’s 
feedback focus in both 
languages

Theme English (%) Greek (%)

Educators ChatGPT Educators ChatGPT

Language mechanics 49.9 43.6 31.2 23.3
Expression 18.4 20.6 23.3 17.8
Content structure 8.5 4.7 7.3 10
Support and guidance 23.1 31.2 38.2 42.5
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• Support and guidance. This theme centered on the teacher’s role in providing 
support, constructive feedback, and encouragement for personal growth.

Please note that for the clarity of the results’ presentation, the full set of themes 
and codes that have been developed can be found in the Appendix (Tables 8, 9, 10 
and 11). Table 4 presents the percentages of the themes found in the educators’ 
and ChatGPT’s feedback, while Figs. 1 and 2 offer a comparative presentation of 
the percentages of the themes about the corrections made by educators and Chat-
GPT across the English and Greek texts.

6.2.2  Feedback’s orientation

Tables 5 and 6, along with Figs. 3 and 4, present the findings of the feedback’s con-
tent analysis for determining its orientation using the classification suggested by Hattie 
and Timperley (2007). The calculation of percentages adhered to the formula: instances 
where evidence of a category’s presence was identified divided by the total number of 
texts wherein feedback was rendered. Please note that certain feedback entries touched 
upon more than one feedback category; thus, the total count of categorized instances 
surpassed the actual number of texts for which feedback was provided.

Fig. 1  Comparison between educators’ and ChatGPT’s feedback focus

Fig. 2  The educators’ and ChatGPT’s feedback focus on the English and Greek texts
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Table 5  Orientation of the educators’ feedback in the English and Greek texts

Language Category n % Example quotes

English outcome-oriented 182 91.0 "Study more the prepositions in grammar!"
process-focused 56 28.0 "Be careful with subject personal pronouns in English we 

must use them almost always before our verbs!"
self-regulation 58 29.0 "Overall a great essay with a beginning, main part, and a 

conclusion."
personalized 68 34.0 "Good job [student’s name]!

Greek outcome-oriented 180 90.0 "Watch your spelling!"
process-focused 91 45.5 "When you finish writing, re-read…"
self-regulation 88 44.0 "Apply what we learned when writing your essay…"
personalized 155 75.5 "You had some very nice ideas…"

Table 6  Orientation of ChatGPT’s feedback in the English and Greek texts

Language Category n % Example quotes

English outcome-oriented 20 100.0 "Pay attention to verb tenses and ensure that the 
subject and verb agree in your sentences."

process-focused 19 95.0 "When you’re writing about past events, make 
sure to use the past simple tense."

self-regulation 16 80.0 "Keep practicing your English, and don’t hesitate 
to look up words or rules if you’re unsure."

personalized 20 100.0 "Your positive energy is definitely a strong point 
in your writing."

Greek outcome-oriented 20 100.0 "Watch out for spelling mistakes, you had quite 
a lot."

process-focused 0 0.0 -
self-regulation 0 0.0 -
personalized 20 100.0 "Congratulations on your effort to write this text."

Fig. 3  Comparison between the educators’ and ChatGPT’s feedback orientation
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6.2.3  Feedback’s tone/style

Table 7, as well as Figs.  5 and 6 present the results of the lexical analyses using 
LIWC-22. For the interpretation of the results, the following criteria apply:

• Analytical thinking. Values above 50 indicate an academic/formal style, while 
values below 50 indicate a warm and friendly tone.

• Clout. Values above 50 reflect authority and confidence.

Fig. 4  The educators’ and ChatGPT’s feedback orientation in the English and Greek texts

Table 7  The results of the lexical analyses

Language Feedback provider Analytical 
thinking

Clout Authenticity Emotional tone

English Educators 49.70 91.77 4.32 78.15
ChatGPT 66.14 96.74 14.46 97.51

Greek Educators 54.51 94.62 13.68 89.55
ChatGPT 57.35 98.66 4.94 99.00

Fig. 5  Comparison between the educators’ and ChatGPT’s lexical analysis of their feedback
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• Authenticity. Values below 50 indicate caution and social reservation, while val-
ues above 50 indicate a casual and unprepared style.

• Emotional tone. Values above 50 reflect a positive tone.

6.3  Answers to the research questions

Taking together the above results and to answer the RQs, the following can be noted:

• RQ1a: The quantitative analysis demonstrated that ChatGPT outperformed edu-
cators in identifying errors within English texts (Mean rankEducators = 141.28, 
Mean rankChatGPT = 107.42, p = 0.023, η2 = 0.023-small-medium). Conversely, 
the analysis of Greek texts indicated no statistically significant disparities, as 
both educators and ChatGPT detected an equivalent number of mistakes (Mean 
rankEducators = 112.20, Mean rankChatGPT = 93.53, p = 0.211). However, it is note-
worthy that, in the Greek texts, ChatGPT erroneously flagged certain words or 
phrases as incorrect, an error not observed in the judgments of educators (Mean 
rankEducators = 104.50, Mean rankChatGPT = 170.50, p < 0.001, η2 = 0.574-very 
large). This phenomenon was not replicated in the English texts, where neither 
educators nor ChatGPT falsely recognized errors (Mean rankEducators = 110.50, 
Mean rankChatGPT = 110.50, p = 0.999).

• RQ1b. Concerning feedback’s word count, ChatGPT was consistently 
more comprehensive than the educators for both the English (Mean 
rankEducators = 100.51, Mean rankChatGPT = 210.45, p < 0.001, η2 = 0.247-
very large) and Greek texts (Mean rankEducators = 102.86, Mean rank-
ChatGPT = 189.95, p < 0.001, η2 = 0.144-large). Despite this, the variance in 
feedback focus was marginal. ChatGPT demonstrated a slight preference for 
providing support and guidance, whereas educators exhibited a minor inclina-
tion toward language mechanics. This pattern was observed in the assessment 
of both English and Greek texts (see Table 4 and Fig. 1). In the English texts, 
ChatGPT delivered more comprehensive feedback in terms of orientation, 
as it maintained a balance between all four feedback categories (see Table 5 

Fig. 6  The educators’ and ChatGPT’s lexical analysis of their feedback in the English and Greek texts
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and Fig. 3). On the other hand, educators predominantly favored an outcome-
oriented approach. However, a contrasting pattern emerged within the Greek 
texts. ChatGPT’s feedback was exclusively outcome-oriented and personal-
ized, while the feedback rendered by educators showed a more equitable dis-
tribution across different categories, although it was somehow unbalanced as 
there was a noticeable inclination towards outcome-oriented and personal-
ized feedback. The lexical analyses revealed that, in the English texts, Chat-
GPT’s style/tone while being more academic/formal (ChatGPT = 66.14, edu-
cators = 49.70), was more positive than that of educators (ChatGPT = 97.51, 
educators = 78.15) (see Table  7 and Fig.  5). Both the educators and Chat-
GPT adopted a rather authoritarian/confident (values > 90) and reserved/
non-casual tone (values < 15). In the Greek texts, the only significant differ-
ence was that ChatGPT’s tone was slightly more positive (ChatGPT = 99.00, 
educators = 89.55). As in the English texts, both the educators and ChatGPT 
adopted a rather authoritarian/confident (values > 90) and reserved/non-casual 
tone (values < 15), while in terms of analytical thinking the style of both was 
neither academic nor friendly (values ≈ 55).

• RQ1c. Concerning the assignment of grades, it was observed that edu-
cators assigned higher grades compared to ChatGPT in the English 
texts (Mean rankEducators = 115.81, Mean rankChatGPT = 57.45, p < 0.001, 
η2 = 0.071-medium-large) but there were no differences in the Greek ones (Mean 
rankEducators = 112.27, Mean rankChatGPT = 92.78, p = 0.185). It should be noted 
that in all cases the grades were rather low.

• RQ2: The quantitative analysis substantiated that ChatGPT detected a com-
parable number of errors in texts of both languages (Mean rankEnglish = 20.95, 
Mean rankCGreek = 20.05, p = 0.820). Nonetheless, it is noteworthy that Chat-
GPT erroneously identified correct words and phrases as errors in the Greek 
texts, an issue that was absent in the English ones (Mean rankEnglish = 14.50, 
Mean rankGreek = 26.50, p < 0.001, η2 = 0.408-very large). Moreover, the feed-
back ChatGPT provided in the English texts was notably more elaborate in 
terms of word count (Mean rankEnglish = 28.85, Mean rankGreek = 12.15, 
p < 0.001, η2 = 0.511-very large). On the other hand, ChatGPT assigned statis-
tically higher grades to the Greek texts (Mean rankEnglish = 13.58, Mean rank-
Greek = 27.43, p < 0.001, η2 = 0.395-very large). As a sidenote, when comparing 
the educators’ feedback, it was observed that they found more mistakes in the 
Greek texts, did not erroneously identify correct words and phrases as errors 
in both languages, provided more detailed feedback in the Greek texts, and 
there were no differences in their grading. Delving into the qualitative aspects, 
it was observed that ChatGPT’s feedback focus diverged; in the English texts, 
ChatGPT concentrated on language mechanics, whereas in the Greek ones, 
the emphasis was on providing support and guidance. Then again, a similar 
pattern was observed in educators’ feedback. Regarding the orientation of 
feedback, the analysis indicated that ChatGPT delivered a more equitable dis-
tribution of feedback across the four categories within the English texts, sug-
gesting a comprehensive approach (see Table  6 and Fig.  4). In contrast, the 
examination of the Greek texts revealed a narrower orientation, with ChatGPT 
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dispensing feedback only in the form of outcome-oriented and personalized 
comments. The lexical analysis indicated that there were no significant differ-
ences in ChatGPT’s feedback for both languages (see Table 7 and Fig. 6); its 
feedback’s style/tone was slightly academic/formal, authoritarian/confident, 
reserved/non-casual, and rather positive, a trend almost identical to that of 
educators. It should be noted that ChatGPT’s feedback for the essays written 
in Greek contained spelling, grammar, and syntax mistakes. Yet, these mis-
takes were considerably fewer than those made when ChatGPT v3.5 was used 
in the study’s preliminary stage.

7  Discussion

This study explored two RQs. The first aimed to elucidate the variances between 
educators and ChatGPT in providing corrections and feedback on short essays writ-
ten by students in both English and Greek. The objective of the second was to delve 
into the differences in how ChatGPT approaches the task of correcting texts across 
these two languages. The empirical evidence has yielded an array of findings that 
merit further discussion.

7.1  General comments

As discussed in a previous section, the role of the prompt is of paramount impor-
tance, given that the outcomes rely on its precision and clarity (De Winter et  al., 
2023). The prompt crafted for this study was designed to strike a balance between 
precision and utility, deliberately avoiding the over-specification of the feedback 
focus, orientation, and style expected from ChatGPT. In other words, the prompt 
was engineered to align with the standard perception of an educator’s feedback 
mechanism. A more detailed prompt might probably have produced feedback far 
superior to that of educators. However, such specificity would have not allowed for 
a fair comparison with educator-provided feedback, except under the condition that 
they were similarly directed and it was ascertained that such directives were adhered 
to. Even so, it must be noted that the feedback from educators, under these provi-
sions, would likely not mirror their authentic professional practices, as they tend to 
offer limited and superficial comments (Weaver, 2006) or brief evaluative statements 
(Dai et al., 2023). This tendency was substantiated within the scope of the present 
study, with instances recorded where participant feedback was composed of a mere 
seven or even two words (see Table 1). Nonetheless, it was anticipated that ChatGPT 
would deliver extensive feedback in terms of word count. It is well-documented that 
AI-generated feedback typically exhibits greater length (e.g., Tian & Zhou, 2020), 
but crucially, AIs are not subject to the temporal and physical constraints inherent 
to humans. This quantitative finding underscores the aforementioned advantage but 
does not provide enough evidence for its quality. This issue will be discussed in a 
coming section.
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Another result that warrants attention is the grading of the short essays by educa-
tors and ChatGPT. It was observed that ChatGPT exhibited a more strict approach 
than educators when evaluating the English texts, though low scores were awarded 
by both. In the assessment of the Greek texts, ChatGPT’s grading closely mirrored 
that of the educators, albeit both, once again, tended to lower scores. These find-
ings appear to partially resonate with the research conducted by Azmi et al. (2019), 
which reported a 0.76 correlation between the grading outcomes of an AI system 
and human evaluators. What also needs to be discussed is the issue of objectivity 
in grading. There is evidence suggesting that automated text scoring systems may 
enhance consistency and promote objectivity in evaluation practices, contributing 
to a more transparent and fairer grading framework (e.g., Altamimi, 2023; Glaser, 
2023; Hussein et al., 2019). The lower grades dispensed by ChatGPT (in both lan-
guages) accurately reflect the many mistakes, as well as the problems in expression 
and structure the texts had. However, the application of such strict standards in pri-
mary education raises pedagogical concerns, while it contrasts with the typically 
lenient grading approach adopted by teachers at this level of education. In fact, in 
Greece, during the early stages of primary education, the teachers are instructed not 
to assign grades on students’ work, to prevent diminishing their motivation. While 
ChatGPT’s grading could be deemed more objective in comparison to that of the 
educators involved in the study, an argument could be made advocating for the inte-
gration of subjective considerations to align more closely with the pedagogical goals 
of primary education. Equally intriguing is the deviation of the participating edu-
cators from expected grading norms; they too assigned low grades, a phenomenon 
potentially attributable to their awareness of participating in a research study, which 
might have "forced" them to adopt a stricter grading stance.

7.2  Comments regarding RQ1

The primary objective of the study, as suggested in RQ1, was to comparative ana-
lyze the corrections and feedback rendered by ChatGPT and educators. To this end, 
a suite of metrics was evaluated to determine the outcomes of this comparison.

Error detection proficiency Central to the task of correcting student texts is the 
ability to accurately identify errors related to spelling, grammar, and syntax, 
while abstaining from erroneously flagging any correct word or phrase as mis-
takes. There is literature suggesting that AIs demonstrated high correction accu-
racy rates (Azmi et al., 2019), addressing grammatical, syntactic, lexical, spell-
ing, and punctuation-related mistakes (Abdullayeva &  Musayeva, 2023; Link 
et al., 2022). Furthermore, it has been argued that such precision could substan-
tially enhance academic performance by mitigating the recurrence of student 
errors (Sanosi, 2022). However, a strand of the literature suggested that AIs’ pro-
ficiency may be limited to specific categories of mistakes (Fitria, 2021). The find-
ings of the study reveal a divided landscape. In the English texts, ChatGPT’s pro-
ficiency was commendable, exceeding that of human educators, albeit the margin 
of statistical significance was moderate (p = 0.023). In contrast, in the Greek 
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texts, the variance between the error detection of educators and ChatGPT was not 
statistically significant, though educators detected more errors. Given that, the 
findings, although in line with past research (at least for the English texts), do not 
indicate a significant advantage of AIs over humans, other than speed. A point of 
particular concern is the observation that, in the Greek texts, ChatGPT errone-
ously identified as mistakes correctly written words or phrases. This phenomenon 
echoes concerns previously expressed regarding the capacity of AIs to match 
humans in correction tasks (Murphy, 2019; Wang et al., 2022), raising concerns 
about their language proficiency and the reliability of the feedback they provide, 
issues that will be discussed in a coming section.

Feedback length The metric of feedback length, while previously addressed, war-
rants further emphasis due to the striking disparity observed in word count. In an 
examination of the Greek texts, the feedback provided by ChatGPT was nearly dou-
ble than that of the educators. This discrepancy was even more pronounced in the 
English texts, where ChatGPT’s feedback exceeded that of educators almost by a 
factor of five. These observations are consistent with literature which suggested that 
automated feedback systems tend to generate more comprehensive responses (Dai 
et al., 2023; Tian & Zhou, 2020).

Feedback focus Feedback constitutes a pivotal component in the pedagogical pro-
cess, particularly within the domain of essay writing. Common-sense dictates that 
it necessitates a comprehensive approach that addresses the multi-faceted nature 
of student writing, which poses a formidable challenge to educators (Matcha et al., 
2019). On one hand, there is literature arguing that AIs furnish feedback compara-
ble to that of educators (Jia et al., 2022). On the other hand, the intrinsic complex-
ity of evaluating creative writing has led scholars to advocate for the refinement of 
AI capabilities (Ramesh & Sanampudi, 2022). Various studies have documented 
instances where AI fell short in adeptly assessing written tasks with respect to 
their structure, coherence, and content (Lu, 2019), and in some cases, offered 
explanations that lacked adequacy (Barrot, 2023). The analysis revealed that 
both the educators’ and ChatGPT’s feedback for both languages focused on four 
themes, namely language mechanics (meaning grammar, syntax, punctuation, and 
spelling), content structure, expression, and the provision of support and guidance. 
Given the brevity of the texts, commentary on structure and expression was antici-
pated to be minimal. Consequently, it was expected that the majority of comments 
would involve language mechanics and the provision of support and guidance. The 
analysis unveiled that in the context of the English texts, educators and ChatGPT 
exhibited a matching pattern of focus, prioritizing language mechanics, followed 
by support and guidance. The comments related to expression and content struc-
ture were notably fewer, aligning with expectations. The scenario diverged when 
assessing the Greek texts. Despite a similarity in functionality between educators 
and ChatGPT, there was a noticeable pivot towards comments on support and 
guidance, with observations on language mechanics receding considerably. This 
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difference in the findings both corroborates and conflicts with research support-
ing that AIs focus more on grammar and syntax (Han & Sari, 2022; Wang & Han, 
2022). Furthermore, the outcomes related to the Greek texts were unanticipated; 
because of the presence of numerous issues in language mechanics, it was pre-
sumed that both educators and ChatGPT would generate a substantial volume of 
comments addressing these concerns. Nonetheless, it is noteworthy that ChatGPT 
paralleled the approach of educators concerning feedback focus.

Orientation Hattie and Timperley (2007) suggested that feedback can be catego-
rized as outcome-oriented (that assesses the accuracy of the assignment), process-
focused (that focuses on the process of completing a task), self-regulation (that 
provides students with the means to self-evaluate their performance), and person-
alized (that addresses the individual characteristics). It can be supported that a 
balanced distribution of these feedback types is highly desirable as it indicates a 
holistic and comprehensive approach. Indeed, while feedback illuminates poten-
tial areas for enhancement (Parikh et  al., 2001), it must be customized to align 
with each student’s needs (Henderson et al., 2019) as this can positively influence 
their knowledge acquisition (Vasilyeva et  al., 2007). Studies have shed light on 
the potential of AI-generated feedback to strengthen self-regulatory practices and 
refine writing skills (Osawa, 2023). Yet, AIs’ feedback is quite directive and, thus, 
does not adequately foster self-motivation and self-correction (Liang et al., 2023). 
Others suggested further advancements are needed for AIs to be able to dispense 
personalized feedback (Conati et al., 2021). Upon analyzing feedback methodolo-
gies, a clear dichotomy emerged. In the English texts, ChatGPT demonstrated a 
balanced feedback approach, whereas educators tended to employ an unbalanced, 
outcome-focused strategy, often neglecting the other three orientations. Con-
versely, in Greek texts, educators provided a more balanced feedback orientation, 
while ChatGPT’s was limited to outcome-oriented and personalized feedback. In 
this respect, while it was supported that ChatGPT’s feedback is superior to that 
of educators (Jacobsen & Weber, 2023), the findings of this study do not fully 
support this notion; in terms of orientation ChatGPT was more comprehensive 
than the educators in the English texts, while in the Greek texts, educators outper-
formed ChatGPT in the diversity of feedback provided.

Style/tone The domain of student feedback extends beyond mere content cri-
tique; it encompasses how educators address students when providing feedback, as 
this significantly influences their performance. Though there is no rule of thumb 
regarding the style/tone of feedback, kindness and discretion are desirable as they 
can enhance the performance of students, especially those facing learning prob-
lems (McLaren et al., 2011). Yet, general praise or indiscriminate approval does 
not constitute "good" feedback, as it potentially undermines students’ willingness 
to acknowledge and learn from their mistakes (Maclellan, 2005). Moreover, the 
delivery of feedback should maintain the delicate balance in the student–teacher 
dynamics (Wang et al., 2008). Considering these factors and taking into account 
the young age of students, an optimal approach to feedback is one that carefully 
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navigates between formality and approachability. Such feedback is neither overly 
casual nor rigorous; it exudes a sense of educator confidence without crossing into 
authoritarianism. Upon analyzing the results, it became apparent that in the Eng-
lish texts, the feedback generated by ChatGPT assumed a more academic and for-
mal tone in comparison to that provided by the educators. Despite this, both dem-
onstrated a tendency towards authoritative confidence and a reserved/non-casual 
demeanor. Nevertheless, it is noteworthy that ChatGPT’s feedback was character-
ized by a relatively more positive tone than that of the educators. Consequently, 
there is no clear conclusion regarding who’s style was better. The same applies in 
the case of the Greek texts, as the findings indicated an absence of significant dif-
ferences. Both the educators and ChatGPT were neither too academic/formal nor 
friendly, maintained a confident, reserved/non-casual posture, and their feedback 
was imbued with a positive sentiment.

In sum, in the English texts, ChatGPT identified a greater number of errors and 
dispensed more extensive feedback in terms of word count. Furthermore, Chat-
GPT’s emphasis within its feedback was markedly similar to that of educators, 
focusing mostly on language mechanics. Additionally, ChatGPT’s feedback was 
characterized by a more holistic and balanced approach in terms of orientation, 
encapsulating comments that spanned all four feedback categories uniformly. In 
terms of style, there is no clear conclusion regarding who’s style was better. In 
the Greek texts, ChatGPT’s performance in error detection was comparable to 
that of educators. Despite this, it incorrectly identified certain correct words and 
phrases as errors, which can be considered a significant weakness. ChatGPT’s 
focal points in feedback paralleled those of educators, although it focused less on 
language mechanics. Nonetheless, its feedback dispensation was characterized by 
a narrower orientation compared to educators, concentrating on merely two of the 
four feedback categories, This, denotes a diminished level of comprehensiveness 
and balance. In terms of style/tone, there were no significant differences.

Therefore, it can be supported that ChatGPT demonstrated proficiency in evaluating 
English texts, surpassing the performance of educators in some aspects. In contrast, in 
the Greek texts, one can support that ChatGPT did not perform as well as educators did.

7.3  Comments regarding RQ2

Research has highlighted the need to consider the unique linguistic and cultural 
backgrounds of students to deliver quality feedback (Osakwe et al., 2022). Then 
again, studies found limitations in AIs’ capabilities to process linguistic struc-
tures in various languages, raising concerns about their efficacy to deliver a 
level of correction similar to that of humans (Murphy, 2019; Wang et al., 2022). 
ChatGPT was also found to have such limitations, that may affect its feedback 
quality (Fuchs, 2023). Consequently, it was justified to comparatively examine 
ChatGPT’s performance on texts written in English versus those in Greek, with 
the latter being a less commonly spoken language and, hence, presumably less 
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represented in its training datasets. This examination was anticipated to provide 
insights into the proficiency of AI in handling languages with varied degrees of 
complexity and prevalence.

Although in terms of accurate error detection ChatGPT performed equally well 
in both languages, it evidenced shortcomings in the Greek texts as it inaccurately 
flagged correct words as mistakes. This is a first and rather strong indication that 
it did not perform well in the Greek language. Moreover, compared to Greek texts, 
ChatGPT offered more extensive feedback in the English ones. Given that the dif-
ference was significant, one cannot ascribe this variance to differences in the texts 
alone; one can support that this difference serves as yet another indication of Chat-
GPT’s linguistic limitations.

ChatGPT’s feedback on the English texts was focused mainly on language 
mechanics, while on the Greek texts, it was skewed towards providing support 
and guidance, neglecting language mechanics. In fact, its language mechanics-
related comments in the Greek texts amounted to merely half of the ones made 
in the English texts and it was one of the few cases in which the educators sur-
passed ChatGPT. This can be viewed as another linguistic limitation of Chat-
GPT. The orientation of feedback provided for the Greek texts exhibited a lack 
of balance, as it was confined to addressing merely two out of the four types of 
feedback (outcome-oriented and personalized). In contrast, in the feedback dis-
tribution in the English texts, a more equitable dispersion was observed across 
all four categories, suggesting a comprehensive strategy. This discrepancy high-
lights yet another significant variation in the feedback mechanism of ChatGPT 
across different languages and underscores the need for further development in 
AI-generated feedback systems to achieve truly equitable and holistic educa-
tional support.

However, the lexical analysis revealed no significant disparities; in both lan-
guages, the feedback style/tone was slightly academic, authoritarian/confident, 
reserved/non-casual, and positive. Finally, though it is not part of the analysis, it was 
observed that ChatGPT made several spelling and grammar mistakes in the feed-
back it provided on Greek texts.

As a result of the above, it can be concluded that ChatGPT appears to possess a 
heightened aptitude for the English language compared to Greek; thus, its language 
processing capabilities evidently vary across different linguistic contexts.

7.4  Implications for research and practice

The results of the study hold significant relevance for researchers, AI specialists, 
and educators. The methodology necessitated the transcription of students’ hand-
written essays into a digital format prior to assessment by ChatGPT. In real educa-
tional settings, expecting young learners to compose essays using a word proces-
sor is impractical to the point of being unfeasible. Furthermore, it is not viable for 
educators to assume the task of transcription as they can easily provide feedback 
directly on physical documents. Consequently, there is a demand for tools that can 
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seamlessly convert handwritten materials into digital texts. This necessity likely 
demands enhancements in existing Optical Character Recognition (OCR) technol-
ogy to achieve heightened accuracy and processing speed.

ChatGPT made mistakes in its Greek responses, both in terms of error identi-
fication and grammar/syntax mistakes in its feedback. This observation warrants 
attention as it may bear implications for the reliability and efficacy of ChatGPT in 
languages that are less prevalently spoken, and suggests the necessity for further 
refinement of its language processing capabilities.

Although certain features characterize effective feedback, it is intrinsically sub-
jective; some educators prioritize language mechanics over comments on expres-
sion, and others may favor outcome-oriented feedback over process-focused one. 
To address this variance, it is essential to equip educators with tools that allow the 
extensive customization of AI feedback parameters. Such customization would 
enable AI-generated feedback to align with individual teaching styles, pedagogical 
objectives, and the need to provide personalized feedback.

Educators frequently face the challenge of balancing heavy workloads and the pro-
vision of timely feedback. Such a balancing act is critical, as delayed feedback has a 
negative impact on students’ engagement (Poulos & Mahony, 2008). Given that Chat-
GPT was able not only to provide quite comprehensive feedback for the texts written 
in English and adequate feedback for the texts written in Greek but also rather fast, it 
can be supported that AIs can alleviate the educators’ workload as others suggested 
(Jia et al., 2022). However, as ChatGPT made errors when processing Greek texts, 
educators are forced to allocate additional time to reviewing and correcting its out-
put. Moreover, they have to critically assess and refine the output before endorsing 
it, as they are the ones to decide on the appropriateness of AI-generated feedback 
(O’Cain et  al., 2023). These necessities cast doubt on the alleged efficiency gains 
from employing AIs for feedback provision. The findings of Cavalcanti et al. (2021) 
reinforce this skepticism, as in 46.03% of the studies they reviewed there was no evi-
dence that automatic feedback eased instructors’ workload.

The need for critical assessment is also important due to the profound ethical 
implications involved. There is a vigorous debate centered on the potential of AI to 
facilitate cheating and plagiarism among students (e.g., Dehouche, 2021; Farrokhnia 
et al., 2023), necessitating a reconsideration of the educational paradigm. This raises 
the question of whether educators’ unconditional reliance on AI for student feed-
back could also be viewed as a form of academic dishonesty. On a broader scale, the 
abilities of AI to design lesson plans, advise on pedagogical approaches, propose 
subject-specific exercises, evaluate assignments, and deliver detailed feedback (as 
demonstrated in this study), call for reflection on the effects on teachers’ role and the 
need to redefine their position in an AI-integrated educational landscape. In fact, it is 
rather possible that, in the near future, teachers will have to harness the technologi-
cal capabilities of AI not merely as supplementary tool but as a transformative agent 
that transcends traditional pedagogical boundaries. To fully leverage AI, educators 
must delve beyond its surface functionalities and effectively engage with its core 
mechanisms. For example, AI’s ability to personalize learning experiences stands as 
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a cornerstone of its educational utility. By analyzing datasets encompassing student 
performance, learning styles, and behavioral patterns, it can deliver tailored instruc-
tional materials. In addition, teachers can utilize AI to identify knowledge gaps, pre-
dict future learning trajectories, and provide targeted interventions, thus fostering 
a more effective educational environment. Furthermore, AI’s capacity to automate 
administrative tasks significantly liberates educators from the time-consuming activ-
ities that often detract from instructional time. By doing so, a more human-centric 
approach can be promoted, that allows teachers to focus on developing critical think-
ing, creativity, and socio-emotional skills among students.

Yet, to see beyond the surface of AI, teachers should cultivate a mindset of adap-
tive expertise, where they are not only adept at using AI tools but also proficient in 
modifying their instructional approaches based on AI-driven insights. To achieve 
this, continuous professional development aimed at understanding the underlying 
principles of AI technologies is strongly advised. This, will empower teachers to 
critically assess AI tools and integrate them effectively into their pedagogical strate-
gies. Collaborative endeavors between educators and AI developers are also needed, 
to design AI systems that are pedagogically sound.

7.5  Limitations and future work

This study encompasses limitations that warrant recognition. The selection 
of ChatGPT introduces a degree of uncertainty regarding the potential perfor-
mance of alternative AIs. Some may argue that the prompt could have been more 
detailed and specific. On the other hand, one can counterargue that, in reality, 
it is very hard for educators, regardless of their experience, to consider several 
parameters and incorporate them into their feedback. In addition, as mentioned in 
the previous section, the feedback depends on one’s preferences. Acknowledging 
the varied approaches to feedback, the study opted for a less detailed prompt and 
minor style adjustments with the intent to simulate the feedback of an educator. 
Furthermore, an intricate prompt would have skewed the data, potentially cre-
ating an undue advantage for ChatGPT. Although several feedback dimensions 
were analyzed, others might have opted for the examination of parameters not 
included in this study. Moreover, the corpus of student essays, although reflec-
tive of their linguistic proficiency, was quantitatively constrained. A larger set 
of essays would have undoubtedly afforded a more robust comparative analysis 
of the feedback provided by educators and ChatGPT. This limitation extends to 
the number of educators involved in the study, with the small cohort potentially 
affecting the diversity of feedback styles captured.

The aforementioned limitations may serve as guidelines for future research 
endeavors. A larger sample of participating educators can facilitate the documen-
tation of a broader spectrum of feedback modalities. Moreover, the incorporation 
of more essays, encompassing a variety of topics, would substantially enrich the 
heterogeneity of the texts subject to feedback provision. Furthermore, the inves-
tigation of more intricate prompts is necessary, contingent upon the provision 
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of equally detailed guidelines to educators. In light of the multifaceted nature 
of feedback, researchers can explore and evaluate multiple analytic methodolo-
gies. The efficacy of ChatGPT in dispensing feedback calls for a comparative 
analysis with other AIs. Finally, it is crucial to assess the proficiency of AI sys-
tems in offering feedback across a multitude of languages. Through such test-
ing, researchers can gain a deeper insight into the constraints of current AI capa-
bilities and, consequently, propose enhancements to the systems’ performance in 
feedback provision.

8  Conclusion

The present study sought to evaluate the efficacy of ChatGPT in its role as a cor-
rective and feedback tool for short essays written by primary school students in 
both the English and Greek languages. A comparative analysis was conducted 
between the precision and effectiveness of corrections and feedback generated by 
ChatGPT and those of educators. The findings revealed that, in the case of the 
English-language essays, ChatGPT demonstrated superior performance over edu-
cators, surpassing them in both the volume and quality of its interventions. Chat-
GPT exhibited a higher error detection rate and furnished more comprehensive 
feedback. Furthermore, its focus mirrored that of the educators, but it maintained 
a more balanced orientation and adopted a more constructive yet academically 
inclined style and tone. Conversely, for essays composed in Greek, ChatGPT’s 
proficiency did not match that of the educators. Despite identifying a compara-
ble number of errors, it mistakenly identified correct words and phrases as errors. 
Additionally, ChatGPT’s emphasis on language mechanics was less pronounced 
than that of the educators, and it provided feedback that was less equitably ori-
ented. No notable discrepancies were observed regarding the style and tone. An 
assessment of ChatGPT’s performance across essays in both languages indicated 
a marked superiority in English, with ChatGPT excelling in all measured quan-
titative and qualitative aspects. In conclusion, the study underscores ChatGPT’s 
potential as an educational aid, particularly for English language learners, while 
also highlighting areas for improvement in its application to Greek language 
essays. In this respect, the study is anticipated to contribute to the pedagogical 
discourse on the integration of AI-driven solutions in educational practices and 
establish a foundation for future technological implementations in the realm of 
academic assessment.

9  Appendix

The themes and codes of the qualitative analyses. Please note that n represents the 
number of comments in which a code appeared, although it was possible for a code 
to appear more than once in a feedback.        Table 8Table 9Table 10Table 11
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